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Abstract—Hierarchical optimization using building circuit block pareto performance models is an efficient and well established approach for optimizing the nominal performances of large analog circuits. However, the extension to yield-aware hierarchical methodology, as dictated by the need for safeguarding chip manufacturability in scaled technologies, is completely nontrivial. We address two fundamental difficulties in achieving such a methodology: yield-aware pareto performance characterization at the building block level and yield-aware system-level optimization problem formulation. It is shown that our approach is not only able to effectively capture the block performance trade-offs at different yield levels, but also correctly formulate the whole system yield and efficiently perform system-level optimization in presence of process variations. Our approach extends the efficiency of hierarchical analog optimization, enjoyed for improving nominal circuit performances, to yield-aware optimization. Our methodology is demonstrated by the hierarchical optimization of a phased locked loop (PLL) consisting of multiple circuit blocks.

I. INTRODUCTION

The proliferation of communication and consumer electronic systems leads to high demands for low-power & high-performance ICs. Analog/mixed-signal subsystems of these integrated systems are often the major bottleneck in the whole system design [1]. Automated optimization is a possible solution to this problem, which usually can be classified into two categories: simulation-based and performance-model based techniques. Both types of the approaches can be either conducted in a flat or hierarchical fashion. The latter approach, which decomposes the task of optimizing a complex analog systems into that of several but smaller building blocks, alleviates the optimization cost of large analog systems.

The most widely adopted hierarchical analog optimization approach is based upon modeling the best performance trade-offs (pareto fronts) of competing performances at the building circuit block level [2], [3], [4]. In addition to the optimization of nominal circuit performances, robust analog circuit optimization is becoming increasingly important for modern manufacturing processes [5], [6], [7]. Without considering process fluctuations, automated analog optimization algorithms typically push the system performances to certain process corners that are vulnerable to parametric variabilities [6], [7]. Therefore, in practice we should not only seek for the optimal nominal case performances but also assess the robustness of system performances to safeguard the overall parametric design yield. However, the fulfillment of this need introduces significant complications.

In this paper, we propose a pareto front based hierarchical methodology for yield-aware analog optimization. To authors’ best knowledge, there does not exist any prior method that effectively achieves the same goal. Our main contributions come from solving two basic difficulties in facilitating such a hierarchical optimization framework. First, we take a new look at the building block level performance pareto front generation and introduce a new form of pareto fronts while still maintaining the benefit of reduced search space for system optimization. Second, we address the issue of estimating the whole system performance distribution, which is a key component of the system-level optimization objective functions. The system yield estimation under the hierarchical framework is hampered by the following difficulty: while performance yields can be characterized at the building block level, the whole system yield cannot be correctly estimated using the yields of individual blocks. This complication is introduced by correlated variation sources that impact multiple building blocks and hence introduce unavoidable correlations between them. We remedy this problem by introducing a new system-level yield-aware optimization formulation. The formulation correctly estimates the whole system yield, thereby bridging the block level and the system-level under the context of robust optimization.

II. BACKGROUND

A. Hierarchical Optimization in Nominal Case

In hierarchical optimization, a large analog system is decomposed into several building blocks. In order to get the best overall system performances, it is natural to find the design points which result in best performances for the building blocks. For most of circuits blocks, different performance objectives compete against each other and it is infeasible to find a design point to reach the best value for all performance objectives at the same time. The design task then becomes a multi-objective optimization problem which is to find the best performance trade-offs (pareto fronts). In multi-objective optimization, performance $p_a$ dominates performance $p_b$ (suppose smaller value is better) when [8], [7]

$$p_a \prec p_b : \forall (p_{ai} \leq p_{bi}) \land \exists (p_{ai} < p_{bi}), \quad i = 1, \ldots, n$$

(1)

where $p_{ai}$ and $p_{bi}$ are the $i$-th performances of interest, and there are totally $n$ performances. A set of performances is considered as pareto-optimal if it is not dominated by any other set of performances. The obtained pareto fronts represent the best performance trade-offs the circuit blocks can achieve. Then, the optimal system performances can be found by searching within these building block-level pareto fronts. In particular, circuit level design parameters (transistor sizes, passive components, biasing, etc) are explored within the design constrains to find the best possible performance trade-offs. The system level optimization is carried out by searching in the space constrained by block-level pareto fronts. There exist two key benefits for this hierarchical optimization. First, since the number of performances in the block level is much smaller than that of the original design space, the search space can be reduced significantly, leading to improved optimization efficiency. An equally important
benefit here is that system-level behavioral models can be used to quickly estimate system-level performances, thereby further reducing the overall optimization cost.

**B. Kriging Performance Model**

Pareto fronts can be generated using simulation-based method or performance models [5], [7], [9]. In order to alleviate the optimization cost, we use the performance model based approach in the proposed hierarchical yield-aware optimization flow. While performance models may be extracted in various ways, we have found a geostatistics motivated technique, Kriging model [10], is particularly interesting. As a nonlinear regression tool, Kriging model not only provides circuit performance predictions, but also offers a confidence level for each prediction. This feature favorably allows for an iterative update approach for the extraction of high-dimensional performance models, which is demanded in analog circuit optimization [9].

In the proposed optimization flow, Kriging modeling is used for two different purposes. First, parameterized Kriging models in both the design parameters and process variables are extracted to predict statistical building block performances. In cases where there are a large number of process variables, parameter dimension reduction methods can be additionally applied to reduce the number of process variables to simplify the Kriging model extraction [11]. These block-level Kriging models are used in an iterative optimization process to generate yield-aware block-level (multi-yield) pareto fronts. In addition, Kriging modeling can also be used to efficiently map block-level performances (e.g. system-level model parameters) to system-level performances. However, it should be noted that proposed hierarchical statistical system optimization approach does not depend on this choice of performance modeling technique. Therefore, Kriging modeling is treated as a “black-box” tool and in principle it can be replaced by any other suitable modeling technique.

**III. Issues in Hierarchical Yield-aware Optimization**

Hierarchical yield-aware optimization presents several challenges. In the nominal case, circuit blocks can be individually characterized in terms of block-level pareto performance models and then the system-level optimization can be done in terms of the block-level best performance tradeoffs. The use of pareto modeling provides a clean interface between different blocks, enabling efficient hierarchical optimization. However, in the case of yield-aware optimization, it is critical to capture the impacts of device-level variations on the system-level performances. This need makes individual extraction of block-level pareto models, as needed in the hierarchical optimization, much more involved.

**A. Block-level Issues**

Different methods for yield-aware pareto front generation have been proposed [5], [7], [9]. To obtain yield-aware pareto models, block-level design points that provide robust best block-level performance tradeoffs are collected. This is achieved by assuming a single yield target for possibly multiple block-level performances. However, there exists a disconnection between the block-level models and the system-level performances, where statistical variations are considered at the system level. In other words, the single yield level at the block level is not sufficient to provide enough statistics based on which the whole system yield can be estimated.

**B. System-level Issues**

In [7], the authors suggested to use the building block pareto fronts with all the performances at one specified yield level in the hierarchical optimization. And the obtained system-level optimization points were supposed to have the same yield level as building blocks. This approach, however, may not work properly due to several reasons.

Firstly, the transformations from building block-level performances to system-level performances may be complex. This dependency may allow the low yield level of one building block be compensated by other blocks in the same system. Similarly, the performances within one building block may also be compensated by the block-to-system transformation. As a result, the relationship between building block yields and the system yields can be non-monotonic and complex. Only using the specified yield level pareto fronts in the hierarchical optimization will lose many possible promising block-level performance combinations which may lead to better system-level performances in the end.

The severer problem comes from the statistical correlations between various circuit blocks. In reality, the device variations in different blocks may share common/global physical origins. As a result, not only the device variations are correlated, so are the block-level performances across the blocks. In the prior yield aware pareto front modeling works [5], [7], [9], such correlations are not captured since each block is optimized independently. This issue is especially severe if a single yield target is assumed for all the block-level performances when the pareto models are extracted. Such a simple yield-aware pareto model cannot provide full statistical information to determine the whole system yield. Consider a simple example, where the entire system consists of two blocks with two block-level performances $P_1$ and $P_2$. And the system performance is simply assumed to be: $P_s = P_1 + P_2$. If $P_1$ and $P_2$ are of Gaussian distribution then the system $P_s$ will also be Gaussian. In [7], it is suggested that to achieve a system-level yield target, say 84.1%, the block-level pareto models at the same yield level should be considered. In this simple case, the system performance that achieves the yield target is at: $\mu + \sigma_1 + \sigma_2 + 2\sigma_1\sigma_2 \cdot \text{cov}(P_1, P_2)$. Obviously, the value for this performance level depends on the correlation between $P_1$ and $P_2$. Without such knowledge, the correct system-level performance cannot be decided. The situation becomes even more complex if the block performance distributions are non-Gaussian. In this case, knowing only the correlation factor is also not sufficient. We address these challenges by using the techniques described in the following sections.

**IV. Multi-Yield Pareto Fronts**

Unlike the prior work where a single fixed yield level is used when extracting the yield-aware pareto front for multiple performances [5], [7], [9], we introduce the notation of multi-yield pareto fronts, where best performance trade-offs are extracted in terms of combinations of yield level parameters individually specified for each performance. For example, a block with two performances $P_1$ and $P_2$, will be characterized in terms of two sperate yield level parameters $Y_1$ and $Y_2$, one for each performance.

**A. Model Generation**

The multi-yield pareto fronts are generated by varying the yield level for each performance individually. For the $i$-th building block our proposed multi-yield pareto front is in the form of

$$MY(Y_{Bi}, P_{Bi}) = 0$$

$$\frac{MY(Y_{Bi}, P_{Bi})}{Y_{Bi_{\text{Min}}} - Y_{Bi_{\text{Max}}}} \leq Y_{Bi_{\text{Min}}} \leq Y_{Bi_{\text{Max}}}$$

(2)

where $P_{Bi}$ are the best block performances that can be achieved at the yield level $Y_{Bi}$. For practical purpose, $Y_{Bi}$ is constrained within $[Y_{Bi_{\text{Min}}}, Y_{Bi_{\text{Max}}}]$. The yield level $Y_{Bi}$ can vary for different
performances in a building block. An example of two-performance multi-yield pareto front generation is shown in Fig. 1. In this case, a fixed-yield pareto model is extracted at each combination of the two performance yield targets.

![Fig. 1. Multi-yield pareto front generation.](image)

The use of multi-yield pareto fronts allows us to identify a more complete set of “near optimal” block-level design points for hierarchical optimization. Facing the lack of the system-level interaction during the individual pareto model extraction stage, this choice relaxes the artificial constraints in the fixed-yield pareto models and allows the system-level optimization to be conducted in a larger number of promising block level performance tradeoffs. However, the search space for the system-level optimization are still constrained by the block-level best performances trade-offs. Therefore, the hierarchical nature of the overall optimization is preserved.

B. Link to the System-level Optimization

As described before, capturing statistical correlations between various block-level performances is essential for the system-level analysis and optimization. This can be achieved using the multi-yield pareto models as follows. In order to evaluate the system performance distribution correctly, we need the performance distributions of building blocks for all possible promising design points. As such, the yield levels in multi-yield pareto fronts are not used directly but together with block performances to identify the design parameters. A specified yield level and performance set \( (\overline{Y}_B, \overline{P}_B) \) can identify a unique design point in the multi-yield pareto front of the \( i \)-th building block. When appropriate, interpolation along the pareto front can be conducted. The mapping to the design space of the \( i \)-th building block can be denoted as

\[
\overline{D}_{B_i} = D_{P_{Y_{B_i}}}(\overline{Y}_{B_i}, \overline{P}_{B_i}).
\]

This mapping can be achieved by using Kriging performance models to generate dense points forming pareto fronts instead of analytical formulas, so the mapping back to the design parameters is naturally obtained.

V. YIELD-AWARE HIERARCHICAL OPTIMIZATION

The \( N \) block-level multi-yield pareto fronts are parameterized in the block-level yield targets and the corresponding achievable performances \( \overline{Y}_{B_1}, \overline{P}_{B_1} \), \( \overline{Y}_{B_2}, \overline{P}_{B_2} \), \( \ldots \), \( \overline{Y}_{B_N}, \overline{P}_{B_N} \). In the following, the system-level optimization is performed using these multi-yield pareto fronts.

A. System-level Optimization Cost Function

The goal of the yield-aware circuit optimization is to find the optimal system performances at targeted system yields. There can be more than one performances for the whole system. Therefore, we can also specify different system yield levels for different performances. Due to process variations, the system performances are all statistical variables. For the \( k \)-th statistical system performance \( P_{s,k} \) (smaller the better), suppose we need a yield of \( Y_{s,k} \), then the yield-aware performance \( P_{s,k}^{Y_{s,k}} \) satisfies the following probability condition

\[
P\{P_{s,k} \leq P_{s,k}^{Y_{s,k}}\} = Y_{s,k}.
\]

Eqn. 4 implies that for \( P_{s,k} \), the best achievable performance value is \( P_{s,k}^{Y_{s,k}} \) when yield level \( Y_{s,k} \) is required. \( P_{s,k}^{Y_{s,k}} \) is considered as the yield-aware \( k \)-th system performance and to be used in the system-level optimization.

For multi-objective systems, the system-level cost function \( F \) for \( M \) system performances with yield \( Y_s = [Y_{s,1}, \ldots, Y_{s,M}] \) can be formulated as

\[
F(\overline{Y}_B, \overline{P}_B) = \sum_{k=1}^{M} W_{s,k} \cdot P_{s,k}^{Y_{s,k}}(\overline{Y}_B, \overline{P}_B)
\]

where \( W_{s,k} \) is the weighting coefficient for the \( k \)-th system performance and \( P_{s,k}^{Y_{s,k}} \) is its specified performance achievable at yield level \( Y_{s,k} \). The input variables for the cost function are the yield and performance set \( [\overline{Y}_B, \overline{P}_B] \) of all the building blocks. With Eqn. 5, the objective of yield-aware optimization is to minimize the cost function \( F(\overline{Y}_B, \overline{P}_B) \) at specified system yield levels \( Y_{s,k} \).

By changing the weighting coefficients \( W_s \) for different system performances, the system-level optimization can be set to tradeoff between different system performances.

B. Performance Evaluation

The system cost function has been formulated. Now the question is how to optimize it. As we are interested in the system performances in the statistical sense, accurate evaluation of statistical system performances is required. Since the optimization variables are \( [\overline{Y}_B, \overline{P}_B] \), we need to know the mapping function \( f_{s,k} \) to get \( P_{s,k}^{Y_{s,k}} \) from the multi-yield pareto fronts, formulated as \( P_{s,k}^{Y_{s,k}} = f_{s,k}(\overline{Y}_B, \overline{P}_B) \).

To achieve this, we first transfer the optimization variables in each building block back to the design space using Eqn. 3, then we perform Monte-Carlo simulation at each design point to evaluate the block performance distributions. This step can be accelerated by extracting an empirical Kriging based regression model. If there are correlations between device-level parameters across different building blocks, they can be naturally captured in the block performance distributions as it is now possible to generate Monte-Carlo samples at the block level with such correlations considered. The correlated block performance distributions are then mapped into the system performance distributions using system-level behavioral simulation. Again, if needed, this step can be spedup by extracting a Kriging regression model. The system performances at yield \( Y_s \) are obtained by finding the values meeting the yield requirement in the system performance distributions. The mapping flow from multi-yield pareto fronts to system performances is shown in Fig. 2.

C. Optimization Formulation

The complete flowchart of the hierarchical optimization using multi-yield pareto fronts is illustrated in Fig. 3. We start from the yields and performances of multi-yield pareto fronts, get back to the design points, then obtain the statistical system performances to evaluate the system cost function. The optimization goal is to reduce the cost function in Eqn. 5. Since the multi-yield pareto fronts are self constrained, the optimizer also need to take Eqn. 3 as the optimization constrain.
For a system with \( M \) performances and \( N \) building blocks, the complete system-level optimization can be formulated as

\[
\min F(\overline{Y_B}, \overline{P_B})
\]

\[s.t. \quad P_{s,k} = f_s(a(\overline{Y_B}, \overline{P_B}), \quad k = 1, 2, \ldots M
\]

\[MY(\overline{Y_B}, \overline{P_B}) = 0, \quad i = 1, 2, \ldots N
\]

\[\overline{Y_B} \leq Y_{s,\text{min}} \leq \overline{Y_B} \leq Y_{s,\text{max}}
\]

where the optimization variables are multi-yield pareto front yields and performances \( (\overline{Y_B}, \overline{P_B}) \) for all the \( N \) building blocks. The dimensions of \( \overline{Y_B} \) and \( \overline{P_B} \) in each building block are the same, which depend on the number of block-level performances considered. Note that each multi-yield pareto front acts as an constraint in the optimization and reduces the degrees of freedom of the system-level optimization by one. Suppose the \( i \)-th block of has \( L_i \) block-level performances, the dimension of the optimization search space is \( \sum_{i=1}^{N} (2L_i - 1) \). Hence, the proposed approach extends the efficiency of hierarchical analog optimization from deterministic optimization to statistical optimization.

The system-level optimization problem can be solved by any suitable optimization method, particularly a derivative free method. In this paper, global optimization algorithms based on multi-level coordinate search (MCS) [12] is adopted.

![Hierarchical optimization using multi-yield pareto fronts.](image)

**VI. EXPERIMENTAL RESULTS**

We demonstrate the detailed application of the yield-aware hierarchical optimization including behavioral modeling, multi-yield pareto front generation and system-level optimization formulation for a charge-pump PLL. Due to the mixed-signal nature, the design and evaluation of a PLL system is quite complex and costly. As a result, the brute-force optimization by searching in the design space with transistor-level simulation is often infeasible.

**A. Behavioral Model Generation**

The PLL system investigated contains a voltage control ring oscillator, a phase detector, a charge pump, a loop filter and a frequency divider. Among these components, the phase detector and the frequency divider are digital components that are rather robust to process variations. Hence, we focus on the optimization of VCO, charge pump and filter in this example.

The performances considered in the VCO behavioral model are jitter, power, VCO gain \( K_{VCO} \) and oscillation frequency \( F_{offset} \) at certain control voltage \( V_{offset} \). The VCO voltage-frequency curve is linearized around \( V_{offset} \) with the slope of \( K_{VCO} \). \( F_{offset} \) is predefined as the center of VCO linear gain region. When the control voltage is too low (\( V_{in} < V_{low} \)) or too high (\( V_{in} > V_{high} \)), the VCO gain starts to saturate. These two nonlinear gain regions are also modeled, as illustrated in Fig. 4. The VCO voltage-to-frequency model is then constructed as

\[
Freq = \begin{cases} 
K_{high} \cdot (V_{in} - V_{high}) & V_{in} > V_{high} \\
K_{low} \cdot V_{in} & V_{in} < V_{low} \\
K_{VCO} \cdot (V_{in} - V_{offset}) + F_{offset} & \text{otherwise} 
\end{cases}
\]

Here the predefined \( V_{low} \) and \( V_{high} \) voltages set the two gain saturation regions in the VCO curve. \( K_{low}, K_{VCO} \) and \( K_{high} \) are the VCO’s gains in the three piecewise linear regions, and \( F_{high} \) and \( F_{offset} \) are certain constants. The VCO behavior as in Eqn. 7 can capture the complete voltage-frequency transfer curve, which is needed model to the PLL acquisition behavior. In literature, simpler fixed-gain based VCO models are used in PLL optimization frequency region [3], [13]. In addition to modeling the VCO nonlinear voltage-to-frequency characteristics as in Eqn. 7, when appropriate, other detailed circuit level characteristics can be also introduced under our hierarchical optimization framework. For the charge pump, we include jitter, charge up current \( I_{up} \) and charge down current \( I_{down} \) in the behavioral model. The parameters of loop filters are capacitances \( C_1 \) and \( C_2 \), resistance \( R \) (Fig. 4), which are all handled directly in system-level simulation. The power of charge pump and loop filter can be calculated with charge pump currents [3]. The behaviors of digital building blocks in the system, including frequency divider and the phase detector, are also characterized using delay and slew and included in the behavioral models.

After the behaviors of analog building blocks are extracted, they are mapped into Verilog-A models for the system-level simulation [3], [14]. At the system level, the performances of the PLL considered are lockin time \( T \), power \( P \) (exclude digital blocks) as well as jitter \( J \) [15]. The modeling and simulation of the PLL using behavior models are illustrated in Fig. 4. With the Verilog-A behavioral models, the mapping from block-level performances to the system-level performances can be achieved efficiently.

**B. System Level Optimization**

Multi-yield pareto fronts for individual building blocks are extracted to perform yield-aware hierarchical optimization. For the VCO, the VCO behavioral model parameters \( K_{low}, K_{high}, V_{low}, V_{high}, F_{offset} \) and \( F_{high} \) are not considered as performance metrics for the pareto model generation. The pareto fronts in the form of \( P_{VCO}(\text{power, jitter, gain}) \), where gain corresponds to \( K_{VCO} \), are extracted by finding the best tradeoffs between the three performance metrics. Other behavioral model parameters are retrieved from the corresponding design information on the pareto fronts. For the charge pump, ideally the charge up and down currents (\( I_{up} \) and \( I_{down} \)) shall be identical. However, the mismatch between them may be introduced by process variation, impacting the PLL jitter and lockin time. The pareto fronts of the charge pump are extracted considering jitter, average charge current \( I_{cp} = 0.5 \cdot (I_{up} + I_{down}) \) and mismatch current \( I_{mismatch} = \text{abs}(I_{up} - I_{down}) \).
power consumption is not included in the pareto fronts since it is proportional to $I_{	ext{dp}}$.

For the PLL optimization, the cost function (Eqn. 5) is

$$F(Y_B, P_B, R, C) = W_P \cdot \frac{P_{\text{PLL}}(Y_B, P_B, R, C)}{P_{\text{spec}}} + \frac{W_J \cdot J_{\text{PLL}}(Y_B, P_B, R, C)}{J_{\text{spec}}}$$

with the constraints (see also Eqn. 6)

$$\begin{align*}
MY_{\text{CP}}(Y_{\text{jit}}, P_{\text{jit}}, Y_{\text{cp}}, P_{\text{cp}}, Y_{\text{mix}}, P_{\text{mix}}) &= 0 \\
MY_{\text{VCO}}(Y_{\text{jit}}, P_{\text{jit}}, Y_{\text{power}}, P_{\text{power}}, Y_{\text{gain}}, P_{\text{gain}}) &= 0 \\
R_{\text{min}} &\leq R \leq R_{\text{max}}; C_{\text{min}} &\leq C \leq C_{\text{max}}; Y_{\text{min}} &\leq Y \leq Y_{\text{max}}
\end{align*}$$

(8)

where $W_P$, $W_J$, $P_{\text{spec}}$, $W_{\text{spec}}$ and $J_{\text{spec}}$ are the weighting factors and the specified performance targets achievable at certain yield levels for the three system performances. In the above formulation, the optimization variables include not only the yield-levels and performances for the VCO and charge pump multi-yield pareto fronts, but also the loop filter parameters $(R, \hat{C})$. In our implementation, the latter set of variables are considered as deterministic and bounded.

### C. Optimization Results

The charge-pump PLL is implemented in 90nm CMOS technology. The process variations considered include the threshold voltage $V_{\text{th}}$ for each transistor with a variation of $3\sigma=\pm10\%$. For the system-level simulation, a single transient simulation of $10\mu s$ for jitter and lockin time analysis requires about 40 seconds even with Verilog-A models. To alleviate the optimization cost, we build another Kriging model to map all the building block-level performances ($VCO_{\text{power}}$, $VCO_{\text{jitter}}$, etc) and filter parameters to the PLL system performances, then use these high-level Kriging models to guide the optimizer to find optimal solutions. After the optimal design points are obtained, Verilog-A based simulations are used to find the performances corresponding to specified yields in these points.

To verify the accuracy of the Kriging based block-level performance modeling, four random design points are selected and at these design points the VCO Kriging model is compared with transistor-level transient simulation. As shown in Table I, the Kriging model predicts the VCO gain, power, offset and jitter rather accurately as compared with transistor level transient simulation. Our Kriging based multi-yield pareto fronts for the charge pump and VCO are shown in Fig. 5. To verify the accuracy of the modeling based PLL system performance evaluation, in Table II, the nominal performances at one design point are examined. First, the complete PLL is simulated using flat transistor-level transient simulation and the simulated performances are listed in the first row. As a comparison, the system performances are more efficiently evaluated using Verilog-A system-level simulation and the results are shown in the second row. In the latter case, the model parameters of the system-level Verilog-A models are also predicted using the block-level Kriging performance models. It can be seen that the model based results match those obtained from direct transistor-level simulation very well.

![PLL hierarchical modeling and simulation.](image1)

![Multi-yield pareto fronts for charge pump (left) and VCO (right).](image2)

![Trade-offs between lockin time and power at different yield levels.](image3)

Via the proposed system-level optimization, the lockin time and power trade-offs for the PLL are analyzed. As the weighting coefficients for power and lockin time are varied in Eqn. 8, various optimal PLL performance combinations are obtained, as shown in Fig. 6. For illustration purpose, the yields of the two system performances are set to be identical. The performance trade-offs without consideration of yield are obtained in a way similar to the approach in [3], also shown in Fig. 6. We can see from the figure that the yield could be very low if the optimization is performed deterministically, especially for the region around the point denoted as “Opt. point”. The nominal system performances of “Opt. point” and the initial design evaluated using direct transistor-level transient simulation are also plotted in Fig. 6, denoted as “Init. design” and “Opt. design”, respectively. Similarly, the trade-offs between jitter and lockin time at different yield levels are plotted in Fig. 7.
TABLE I

<table>
<thead>
<tr>
<th>VCO</th>
<th>Gain(model)</th>
<th>Gain(sim.)</th>
<th>Pow(model)</th>
<th>Pow(sim.)</th>
<th>Offset(model)</th>
<th>Offset(sim.)</th>
<th>Jitter(model)</th>
<th>Jitter(sim.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point 1</td>
<td>2.38 GHz/V</td>
<td>2.36 GHz/V</td>
<td>48.1 µW</td>
<td>48.2 µW</td>
<td>1.51 GHz</td>
<td>1.54 GHz</td>
<td>1.20 ps</td>
<td>1.16 ps</td>
</tr>
<tr>
<td>Point 2</td>
<td>2.91 GHz/V</td>
<td>2.99 GHz/V</td>
<td>55.6 µW</td>
<td>55.5 µW</td>
<td>2.38 GHz</td>
<td>2.60 GHz</td>
<td>1.09 ps</td>
<td>1.01 ps</td>
</tr>
<tr>
<td>Point 3</td>
<td>3.05 GHz/V</td>
<td>3.09 GHz/V</td>
<td>72.3 µW</td>
<td>72.5 µW</td>
<td>2.50 GHz</td>
<td>2.49 GHz</td>
<td>0.86 ps</td>
<td>0.85 ps</td>
</tr>
<tr>
<td>Point 4</td>
<td>2.69 GHz/V</td>
<td>2.75 GHz/V</td>
<td>98.9 µW</td>
<td>99.2 µW</td>
<td>1.97 GHz</td>
<td>2.00 GHz</td>
<td>0.75 ps</td>
<td>0.76 ps</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>PLL</th>
<th>VCO</th>
<th>Charge pump</th>
<th>Loop filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>Lockin</td>
<td>Gain</td>
<td>Offset</td>
</tr>
<tr>
<td>transistor-level</td>
<td>43.4 µW</td>
<td>0.95 ps</td>
<td>2.36 GHz/V</td>
</tr>
<tr>
<td>model</td>
<td>45.4 µW</td>
<td>0.84 ps</td>
<td>2.39 GHz/V</td>
</tr>
</tbody>
</table>

Table III

| Verification of Krigeing model accuracy. |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| VCO | Power | Lockin | Gain | Offset | Power | Jitter | $I_{\text{up}}$ | $I_{\text{down}}$ | Jitter | C1 | C2 | R |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 100 | 110 | 12 | 5 | 103 | 117 | 10 | 10 |

Fig. 7. Trade-offs between lockin time and jitter at different yield levels.

Fig. 8. Verification of performance trade-offs for lockin time and power.

VII. Conclusion

In this paper we propose a methodology to perform yield-aware hierarchical optimization by addressing the problems of generating yield-aware pareto fronts of building blocks and formulating system performances at specified yield levels. The system-level performance distributions are naturally captured by searching in the multi-yield pareto fronts while still maintaining the efficiency of hierarchical optimization. The proposed methodology is validated through the optimization of a large charge-pump PLL design optimization with good efficiency achieved.
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