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ABSTRACT
This work introduces an extended linear pattern-dependent model
for high-level signal delay estimation in high-speed very deep sub-
micron point-to-point interconnects. The proposed model accu-
rately predicts the delay in both inductively and capacitively cou-
pled lines for the complete set of the switching patterns and not
only for capacitively coupled lines or worst-case delay as in previ-
ous works. We also consider process variations in the formulation
of the model and propose a moment-based approach for the inclu-
sion of variations. The accuracy of the model has been assessed
by means of extensive experiments. Moreover, we show how the
model can be applied at high levels of abstraction in order to ex-
plore coding-based alternatives to improve throughput.

1. INTRODUCTION
The rapid evolution in process technology allows the integration

of increasingly complex systems in VLSI chips operating at contin-
uously rising frequencies. On the one hand, the increase in system
complexity with shrinking device features implies longer global in-
terconnection lengths, and thus larger delays. On the other hand,
as the number of devices per area increases, a greater number of
vertical wiring layers are required and the cross-sectional dimen-
sion of interconnections is reduced. This trends make interconnec-
tions tightly coupled and undesired crosstalk interference appears.
Moreover, strict performance requirements demand global wires to
carry high-frequency currents and exhibit low resistance. All the
aforementioned factors rendered on-chip inductance as a main fac-
tor to be taken into account for timing and crosstalk analysis [10].

In order to address timing issues at higher levels of abstraction,
accurate models capable to predict pattern-dependent signal delay
are required. This is mandatory if delay-aware coding is to be em-
ployed in high-speed very deep sub-micron (VDSM) buses. Cur-
rent techniques are restricted only to non-inductively coupled in-
terconnects because of a lack of proper compact models [22, 23].
Some efforts have been done to identify worst-case switching pat-
terns in inductively coupled lines [25]. However, they cannot pre-
dict the delay for a given input switching pattern. Further, the delay
coding limits and delay improvement methods developed in [22]
for capacitive coupling do not hold in the more general case of
inductively-coupled lines and have to be revised.

The goal of this paper is to develop a high-level model which pre-
dicts delays in dedicated point-to-point interconnects for all switch-
ing patterns. The technique has to take into account the pattern-
dependent behavior of the delay as well as the effect of interconnect-
related process variations on delay. Moreover, we show how the
model can be easily and rapidly applied at high levels of abstrac-
tion in order to explore coding-based alternatives for throughput
improvement and to assess the efficiency of encoding schemes. In
contrast with previous models, the developed model is able to pre-
dict that coding techniques for throughput improvement are less
efficient when inductive coupling effects are not negligible.
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This work is organized as follows: Sec. 2 describes the general
approach for delay estimation and the interconnect model that we
employ in this work as well as the methodology for the experimen-
tal set-up. The extended linear delay model is developed and vali-
dated in Sec. 3. Additionally, the effects of process variations are
included into the model. Afterwards, Sec. 4 gives an interpretation
of the results regarding the ELD model and Sec. 5 shows how the
ELD model can be employed to analyze coding-based throughput
improvement opportunities and assess the efficiency of encoding
schemes. Finally, the paper ends with some concluding remarks.

2. EMPLOYED APPROACH AND

INTERCONNECT MODELS
Classically, the analysis of the total delay induced by a buffer

driving an interconnect network has been addressed by splitting the
problem in two simpler ones as shown in Fig. 1: separate estimation
of gate delay and intrinsic wire delay, also referred to as time-of-
flight. In order to determine the equivalent delay of a gate, the
complete network is abstracted as an equivalent load, typically an
effective capacitance [2,19]. The delay is then just a function of the
input transition time and this equivalent load. After determining the
transition time at the gate output, the waveform at the gate output is
approximated with a saturated ramp. The interconnect delay is then
calculated using this waveform as line input. Consequently, the key
elements of this two-step methodology are the estimation of the
equivalent (effective) capacitance and the delay of the wire. When
inductive effects appear, the process becomes much more complex
and this issue is only partly solved. Some efforts have been put
in characterizing the intrinsic delay of a buffer when the load is
dominated by inductive lines [10]. Further, in order to cope with
this problem, in [2] the saturated ramp is replaced by a piecewise
equivalent voltage source.

In this work, we focus on the intrinsic delay of the wire since we
believe that this effort is the first step towards a solid and complete
model for delay in general interconnects. We generalize the de-
lay model proposed in [22] for non-inductive capacitively-coupled
buses to include inductive coupling effects. For the purpose of char-
acterizing the on-the-fly delay, we can use a simple driver model.
By considering a trapezoidal signal together with a series impedance
as driver model, i.e. a parameterized Thévenin model, we can get in
the considered cases a precise approximation of the real waveform.
The Thévenin voltage source is generally modeled via an equiva-
lent driver resistance and a saturated ramp voltage characterized by
a transition time and a delay [2].

The aforementioned approach provides an accurate and simple
model for analyzing the intrinsic delay of the wire. The drawback
is that the characterization of the driver should provide not only the
intrinsic delay, but also the output transition time and the equivalent
series impedance as a function of the equivalent capacitance and in-
put transition time. For the purposes of characterizing the intrinsic
delay of the wire, we assume that this parameters are known. It is
important to mention that the delay approximation for the driving
point is fairly insensitive to the value of the driver resistance [5].

Nevertheless, as crosstalk effects become very pronounced for
high-speed VDSM interconnects, a single saturated ramp for the
Thévenin model is not always sufficient to accurately model the
waveform at the gate outputs. In such cases, a piecewise linear
Thévenin voltage source model can be employed, as described in [2].
Other possibilities for modeling coupled interconnects include a
modified C-effective calculation [8] and modeling of the victim
driver gate with a so-called transient holding resistance [21].
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Figure 1: Total delay segregation: buffer and wire components.

In order to accurately model the delay in VDSM buses, a first
key point is a careful and precise model of the physical wires used
to transmit the signals. With increasing rise times and intercon-
nect length, inductive effects must be taken into consideration as
lumped models become inadequate. The effects of off-chip and
on-chip inductance on signal integrity, timing, repeater insertion,
power consumption and other IC related performance aspects in
interconnects have been often investigated in the literature during
the past years [1, 7].

From the theoretical point of view, as self and mutual induc-
tances are loop-dependent quantities, they can be determined only
if the whole current loop, i.e. the return path, is known [10]. How-
ever, the return path is especially difficult to be determined and for
this purpose, Ruehli proposed in [18] an alternative inductance ex-
traction approach based on the partial element equivalent circuit
(PEEC) method, which is well-suited for circuit simulation as it
depends only on circuit geometry. Consequently, the return path is
determined by simulation and no a priori knowledge is required.

The impact of inductance effects can be determined by analyzing
the signal spectrum, i.e. the spectral magnitude at different frequen-
cies. In this context, the concept of significant frequency, fs, can
be used to reduce the complexity of the required information. For
a trapezoidal pulse with ramp time tr , we have fs = 0.34/tr . Al-
though more than 10% of the spectral components are at higher fre-
quencies than ts, they can be neglected as their overall magnitude
is very small and the introduced error negligible [4]. At extreme
high frequencies, the interconnect reactance becomes frequency
dependent because of the skin effect and the proximity effect [4].
When dealing with fast transitions, the high frequency values must
be taken into account, while the low frequency ones have to be
considered for the slow transient parts of simulation. However, in
circuit simulators like SPICE, the resistance and inductance can be
included at only one frequency. There are two possibilities to cope
with this problem: on one hand, simulators can be extended to al-
low frequency dependent data simulation in the time-domain [3];
on the other, only one representative frequency that gives minimal
errors can be employed and it has been empirically shown in [4]
that the significant frequency is a very good choice. The last men-
tioned method is the one we have employed.

In this work, we analyze typical scenarios consisting of signals
with rise times, tr , ranging from 25ps to 500ps transmitted through
local, intermediate, and global lines in generic 130nm 1.8V, 90nm
1.5V, and 65nm 1.1V technology nodes. The significant frequency
is thus in the range of 0.68GHz to 13.6GHz [6, 16]. The frequency
spectrum of the transmitted signals and the dimensions of the bus
set us in a range where lumped models are inaccurate and dis-
tributed models considering line inductance and inductive coupling
have to be employed. Non-electrical full-wave models are not re-
quired. In order to develop the delay model and analyze its ac-
curacy for inductive and non-inductive models, three distributed
models are considered: RC with coupling capacitances, RLC con-
sidering self-inductance, and RLMC, which also takes into account
mutual inductance. In order to determine the SPICE parameters
from wire and bus geometries, state of the art extraction tools have
been used. The total ground and coupling capacitances have been
extracted with FastCap [15], while resistance and inductance values
have been extracted using FastHenry [11]. The extracted intercon-
nect parameters have been used to write a complete netlist for all
three models, which is then simulated in SPICE. The signal delay
was afterwards determined from these simulation results.

In this work, we model 5-bit and 8-bit wide bus structures. Width,
w, thickness, t, and pitch, p, vary between 0.5 and 3µm, 0.5 and
1µm, 1.5 and 6µm, respectively. The distance to the lower and
upper metal layer is considered to be 1µm. To obtain accurate in-
terconnect parameter values, simulations with the abovementioned
field solvers have been performed until insignificant errors were
achieved. As a result, wires were split into segments of approx-
imately 100µm length. The number of segments, s, has been in-
creased along with the wire length to maintain sufficient accuracy.

As process technologies scale down, the variations in several
process parameters are continuously increasing and affecting more
and more the overall system performance. For simulations where
the effect of process parameter variations is included via Gaussian
distributions, these values have been used as the expected value
with a standard deviation specified as 0.1µm.

3. EXTENDED LINEAR DELAY MODEL
With technology scaling, the coupling capacitance between neigh-

boring wires steadily increases and mostly dominates the overall
line capacitance. The capacitive coupling between two lines di-
rectly influences the dynamic power consumption and the time re-
quired for a transition to complete. The transition time is deter-
mined by the relative transitions of the lines. For example, a vic-
tim toggling from low to high has to charge twice the coupling
capacitance to a neighbor switching from high to low because of
the Miller effect. On the contrary, when the neighbor switches in
the same direction, the coupling capacitance does not have to be
charged. This way, the delay function of capacitively coupled lines
can be easily constructed as shown in detail in [22].

In the sequel, we denote the transition in line i of an n-bit wide

bus as ∆bi = b+i − b−i , where b−i and b+i represent the initial and
final value on line i, respectively. We also define the transition vec-
tor, ∆b = [b1, b2, · · · , bn]t. Basically, each line is characterized by
the effect on the delay produced by four possible switching scenar-

ios in each aggressor: (b−i , b
+
i ) = {(0, 0), (0, 1), (1, 0), (1, 1)}.

Generally speaking, the set of line delays is a function of the tran-
sition vector.

In capacitively-coupled interconnects, when inductances can be
safely ignored, the delay in line k, δk, of a symmetric bus is given
in [22] as:

δk = τ0
ˆ

(1 + 2λ)∆b2k − λ∆bk(∆bk−1 + ∆bk+1)
˜

, (1)

where τ0 is the delay of the crosstalk-free line and λ is the ratio of
the coupling capacitance to the ground capacitance. In a bus, due to
the shielding effect of the first-order neighbors on the higher-order
ones in terms of coupling capacitance, the effect of the aggressors
of an order higher than two can be neglected without any loss of

accuracy. Note that the term ∆b2k is used instead of |∆bk| for con-
venience. We can rewrite Eq. 1 in a more general fashion:

δk = αk∆b2k + (αk−1∆bk−1 + αk+1∆bk+1)∆bk (2)

=

k+1
X

i=k−1

αi∆bi · ∆bk, (3)

where αk =τ0(1+2λ), αk−1 =αk+1 =−τ0λ. It is worth mention-
ing here, that for non-inductive interconnects, αk is positive, while
αk−1 and αk+1 are negative, and that in the case of non-symmetric
buses we generally have αk−1 6=αk+1.

Inductive coupling is a long-range effect in contrast to the short-
range capacitive coupling. Therefore, the effect of the aggressors
of order higher than two cannot be discarded for an accurate analy-
sis. The delay model proposed in this work generalizes the above-
mentioned delay model developed for non-inductive capacitively-
coupled buses. In this section, we show that this linear pattern-
dependent delay model can be extended in order to include induc-
tive coupling between neighbors of order higher than two. The sig-
nal delay can be approximated as a linear combination of the delay
produced by the switching patterns on every line.

A simple and efficient approach to approximating the impact of
capacitive coupling is to include its effect into the equivalent ca-
pacitance seen by the gate, either by adding a term to the ground
capacitance or by multiplying it by a Miller factor [2, 19, 22]. The
added term is pattern-dependent as the effectively seen capacitance
depends on the relative togglings on the victim and the aggressors.

Conceptually, we can also formulate the problem by choosing a
nominal pattern and constructing an equivalent pattern-dependent
interconnect model instead of computing equivalent effective ca-
pacitances, inductances, or resistances. For this purpose, we first
select a nominal pattern for each line, for instance the one when
the victim line toggles from low to high and all aggressors are
quiet. Afterwards, for a different switching pattern, a delay match-
ing operation is performed, i.e. an equivalent interconnect model is
constructed with different (pattern-dependent) PUL parameters for
each line, such that the delay of the equivalent network under the
nominal toggling pattern is equal to the delay of the real intercon-
nect model with the actual switching pattern as input.

Consider the example with the influence of coupling capacitances
on delay as a function of the switching pattern. As previously men-
tioned, the additional seen capacitance induced by the Miller effect
can be added to the ground capacitance. This added extra capaci-
tance is a linear function of the relative toggling patterns. There-
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fore, we can write in the general case, that the equivalent PUL ca-
pacitance of line k, Ck, is a linear function of the pattern:

Ck(∆b) = Ck0 +
n

X

i=1

∆Ci∆bi = Ck0 + ∆Ck(∆b), (4)

where Ck0, the PUL capacitance for the nominal pattern, is in gen-
eral a non-linear function of many parameters like rise time, load
impedance, and technological parameters, while ∆Ci is the extra
capacitance due to the coupling to line i.

For simplicity, we can assume that for finding every equivalent
PUL parameter, we have to add a linear term in ∆bi. However,
in the case of inductances (or other parameters), this assumption is
not exact and hence, we can theoretically expect higher errors with
increasing inductive effects.

Let ψj be a PUL parameter or any other parameter one has to
compute for delay matching and let m be the number of those pa-
rameters. We define the set of all parameters as Ψ={ψ1, . . . ψm}.
As a result of the abovementioned assumption, we can write for the
delay matching:

ψj(∆b) = ψj0 +

n
X

i=1

∆ψji∆bi = ψj0 + ∆ψj(∆b), (5)

where ψj0 represents a (non-linear) function of many factors, and
∆ψji denotes the difference in ψj in line i. In particular, we have
Ψ = {R,L,M,C}.

The delay of a line can be expressed for a given bus and driver
configuration as a continuous function of the PUL parameters. By
neglecting the non-linear terms in ∆bi of the Taylor expansion
around Ψ0 = {ψj0}j=1,m, we obtain for a low-to-high transition,

that is ∆bk = 1, the following:

δk(∆b) = δk

`

Ψ0 + ∆Ψ(∆b)
´

≈ δk(Ψ0) +
m

X

j=1

∂δk

∂ψj

∆ψj(∆b)

≈ δk(Ψ0) +

n
X

i=1

„ m
X

j=1

∂δk

∂ψj

∆ψji

«

∆bi. (6)

Hence, when the non-linear terms of the Taylor expansion are neg-
ligible, the delay in line k can be expressed as a linear function of
the transition patterns in neighboring lines. This observation allows
us to extend to inductively coupled lines the delay model described
in [22] and [23].

When an aggressor line does not toggle, the effect on delay in the
victim line is practically independent of the state. Thus, the contri-
bution of all the patterns (0, 0) and (1, 1) can be modeled by a con-
stant term and the only contributors which must be precisely mod-
eled are the patterns (0, 1) and (1, 0). The currents generated by
switchings with opposite transitions have opposite directions with
opposite transitions. Therefore, the contributions of the patterns
(0, 1) and (1, 0) are of opposite sign though equal as absolute val-
ues. The delay predicted in line k is thus:

δk = αk∆b2k +
n

X

i=1,i6=k

αik∆bi · ∆bk =
n

X

i=1

αik∆bi · ∆bk, (7)

where αkk
def
= αk represents the delay in line k with quiet aggres-

sors, and αik for i 6= k denotes the contribution to the delay of the
aggressor line i on line k. We call this model the Extended Linear
Delay (ELD) Model and the corresponding αij-s model coefficients
or simply coefficients.

The ELD model can be written in a compact way also for an n-
bit wide bus. For this purpose, we consider the following notations:
δ = [δ1, δ2, . . . δn]t, α = [α1, α2, . . . αn]t, e = [1, 1, . . . 1]t, A=
[αji]n×n

,Ai= diag(αi),B= diag(∆bi). It can be easily shown

that α = Ai|∆b|. Thus, the two following forms can be used for
the matrix formulation of the ELD model:

δ = B · A · B · e = α+ B · (A − Ai)B · e. (8)
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Figure 2: RC & RLMC buses: simulated and estimated delays.

For an n-bit wide bus, the ELD is able to characterize 4n possible

delays by storing only n2 coefficients. These coefficients can be
stored in the form of a priori computed and/or look-up tables and
are functions of driver characteristics, wire geometry, effective load
and input slew. For input values falling inside the range of the table
index, they can be extended to be derived via interpolation.

As indicated in Sec. 2, extensive simulations have been carried
out in order to assess the accuracy of the extended linear delay
model. Both inductively and capacitively dominated crosstalk sce-
narios have been covered. The signal delay for a low-to-high tran-
sition has been measured as the delay from the time the near-end
first reaches 50% of the final value to the time the far-end is stable
above 50% of the final value.

As an initial approach, we have calculated the model coefficients
on a given line, by performing for a switching on this line SPICE
simulations for all possible patterns on the neighbors. The obtained
delays are then used to compute the coefficients by the minimum
square error approach. It is important to notice, that this coefficients
can be pre-calculated and than used for fast delay estimation.

In the case of capacitively dominated coupling, a transition in an
aggressor in the opposite direction increases the total capacitance
that the victim has to charge and the transition is thus slowed down,
i.e. αi < 0. On the contrary, due to Faraday’s law of induction,
in purely inductively coupling dominated lines, a transition of an
aggressor in the same direction induces a current flowing in the op-
posite direction to the one in the victim line. Consequently, the
effective current decreases and the delay increases, i.e. αi > 0. In
buses exhibiting both capacitive and inductive coupling the coeffi-
cients for the first-order neighbor can be either negative or positive
while the second-order coefficients are non-positive.

Tab. 1 shows the maximum absolute error, εmax, and the root
mean square error, εrms, of the proposed model for four specific
cases of inductively-coupled lines: medium-high (two cases), low-
medium, and medium inductive coupling. Moreover, for the pur-
pose of comparing the model errors, we have also represented the
errors when modeling the same interconnects as purely RC-coupled
ones. In general, with regard to capacitive coupling, neighbors of
at least second-order are almost completely shielded by the inter-
mediate wires. The short-range nature of capacitive coupling ex-
plains the better approximation through the linear assumption. The
very small errors appear f.i., because a second-order aggressor may
slightly influence the victim through the two coupling capacitances
which separates it from the victim. Nevertheless, this influence is
extremely small. In the case of inductively-coupled interconnects,
the assumption of linearity introduces slightly higher errors.

It is however important to notice, that although two of the pre-
sented cases correspond to highly inductively coupled intercon-
nects, the error of the model is still small. Moreover, the high-
est maximum error appears when estimating the small delays. The
maximum error when approximating higher delays has been in all
simulated cases lower than 3.5%. This is especially interesting for
delay reducing encoding schemes as shown in Sec. 5.

As a typical example, Fig. 2 shows the simulated and estimated
delays for a 1000µm long line with tr = 100ps. Both RC and

Table 1: Model Errors for Different Cases of Coupling.
εmax εrms εmax εrms εmax εrms εmax εrms

RC 2.06 0.78 1.68 0.65 2.27 0.94 1.92 0.76
RLMC 5.34 1.45 4.23 1.29 5.83 1.71 4.97 1.37
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RLMC models are depicted for the 256 different switching pat-
terns of the neighbors (the experiments are ordered after increasing
values of the RLMC delay). The proposed model fits very well the
experimental results. The error for the RC case is almost negligi-
ble. For the RLMC network, the error is slightly higher but less
than 2%. Moreover, we can observe that the worst delay patterns
for the RC and RLMC models are completely different and that
the simplified model for RC buses is unable to predict the delays
induced by the switching patterns in RLMC buses. The proposed
ELD model is able to predict with high accuracy that behavior.

Process variations are fluctuations in the value of process param-
eters. The impact of process and environmental variations on per-
formance and power consumption has been increasing with each
semiconductor technology generation [24]. Variations have been
classically divided into two categories: inter-die (die-to-die) and
intra-die (within-die) variations. The inter-die variations are usu-
ally assumed to have a Gaussian distribution and when a number
of process parameters are considered simultaneously it is impor-
tant to take into account the correlation between these parameters.
When device parameters vary within a single die as a function of
their location, we talk about intra-die variations. Depending on the
source of variations, within-die variations may be spatially corre-
lated or uncorrelated and generally, modeling intra-die variations
results in a huge complexity. Briefly, one can also say that vari-
ations are either spatially uncorrelated or correlated. Depending
on their correlation distance, correlated variations are of inter-die
or intra-die nature [24]. In order to model intra-die variations, a
huge number of random variables is required. Some techniques
have been developed in order to simplify analysis techniques when
dealing concomitantly with correlated and independent sources of
variations. For example, the Principal Component Analysis (PCA)
(Karhunen-Loeve Transform or Hotelling Transform) is a statistical
technique that maps a given set of correlated random variables to
another set of uncorrelated random variables. The latter are called
principal components, they are independent random variables, and
the first few capture the most of the variability [24]. Actually, PCA
represents the optimal linear transformation for choosing the sub-
space with the largest variance. PCA-based techniques are used to
simplify the correlation structure of variations in process parame-
ters across a chip.

Therefore, in order to show how the ELD model can be extended
to take into consideration effects of process variations, we choose
for simplicity to model variations as normal distributed random
variables like proposed in [24]: φ = φnom + ∆φ, where φnom is
the nominal value of the process parameter and ∆φ is a zero-mean
random variable that captures variations. We model variations in
the width and thickness of the interconnect via Gaussian distribu-
tions with a standard deviation of 0.1 µm. This variations have an
important impact on all PUL parameters. To be noticed that the
PUL parameters become thus random variables that do not follow
a Gaussian distribution.

In order to prove the suitability of the aforementioned technique,
we have constructed a model for the simplified scheme for pro-
cess variations presented in Sec. 2. Nonetheless, as previously ex-
plained, our approach is not limited just to that scheme. We have
generated 1000 sets of Gaussian distributed values for pitch, width
and thickness. For each of this 1000 sets, we have performed the
extraction of the RLMC parameters. Afterwards, we have com-
pleted for each set SPICE simulations for calculating the delay ta-
bles and the corresponding coefficients, i.e. the A matrixes.

The goal of this work is to provide the designer with a high-
level model which can be used to abstract completely the physical
world. By letting the model coefficients to be random variables, it is
possible to model in a compact way the effects of process variations
on delay. Eq. 8 can be thus rewritten in order to include process
variations:

δ + ∆δ = B · (A + ∆A) · ∆b, (9)

where ∆δ and ∆A represent the variation in delay and model co-
efficients respectively. In our scenario, the random variables are
modeled as independent processes. Thus, only the one-dimensional
probability function of each coefficient must be determined.

In Fig. 3, we notice that the histogram of the coefficients is very
close to a Gaussian. However, since all the PUL parameters but
the resistance are skewed and non-linear function of the intercon-
nect dimensions, the delay does not follow a Gaussian distribution.
The probability density function (PDF) of a random variable can
be accurately estimated by computing the first few moments [17].
Hence, we can employ this approach for an efficient yet accurate
PDF estimation method. Thus, considering that we employ the first
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s moments, each αij of the ELD model is replaced by a set of s

moments {µ(αij)

k }k=1,s, where µ
(αij)

k is the k-th moment of the

random variable αij . The moments of the δk-s and their PDF can
be easily calculated from the ELD (see Eq. 9).

An expansion of the probability function in terms of Hermite
polynomials [20] is very suited for close-to-Gaussian distributions
as the current scenario. By fitting just the first three moments of
the random variable, we get the following approximation for the
distribution fα(x) of an α-coefficient:

fα(x) =
(x3 − 3x)γ3 + 1√

2π
· exp (−x2/2), (10)

where γ3 is the skewness of the original α.
Consequently, in order to include the effects of process variations

in our scenario, we have to characterize the model coefficients not
only by their mean value, i.e. the first moment, but also by the sec-
ond and third moments (standard deviation and skewness, respec-
tively). In the case when the PDF differs significantly with respect
to a Gaussian distribution, the approximation with Hermite polyno-
mials becomes poor. In this case, high accuracy can be obtained by
using more moments with expansions of the PDF in terms of other
polynomials like Legendre or Laguerre.

4. INTERPRETATION OF RESULTS
As mentioned in Sec. 2, figures of merit have been proposed to

characterize the importance of on-chip inductance [2, 4]. When
the interconnect is treated as an uniform RLC transmission line,

inductance needs to be considered if tr/2
√
LC < l < 2R

√
L/C

where R, L, C are PUL resistance, self-inductance, and coupling
capacitance, respectively; tr is the rise time of the input signal. The
first inequality ensures that the time-of-flight is at least two times
larger than the rise-time, i.e. tf >2tr . The second rule is equivalent
to the condition that the RLC circuit is underdamped. Even though
these inequalities are for coupled models rather loose, they serve in
the sequel for qualitatively explaining the dependency of the model
coefficients on tr . We can mention here that the second condition is
in our scenario always fulfilled (the lines are underdamped), while
the second one becomes true only for small rise times.

In Fig. 4, we notice that the worst and best case delays and
switching patterns are almost not changing in RC and RLC inter-
connects. However, this is not the case for RLMC networks as not
only worst and best case delays rapidly change, but also the pat-
terns which induce those delays vary. Moreover, as the rise time
decreases, the coupling coefficients change from negative values to
positive ones. Thus, the model accurately captures the tendency
of the inductive coupling to dominate over the capacitive one with
decreasing tr .

In Fig. 5, we observe in the case of RLMC-interconnects an
oscillation of the coefficients with varying rise time. For high rise
times, the interconnect behaves capacitively (α < 0 for the ag-
gressors) and as the rise time decreases, the interconnect behavior
becomes dominated by the inductive coupling components, the co-
efficients of the neighboring lines becoming thus positive.

Moreover, the delay for all patterns do not increase monotoni-
cally with increasing rise times of the input signals as it was the
case in simple RC networks. This effect is related with the multiple
zeros and poles which appear in complex RLMC systems and it is
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Figure 4: Variation of worst and best case with rise time for the
third line of a 1000µm bus.

modeled with an oscillating variation of the coefficients with tr as
we can see in both Fig. 4 and Fig. 5. Furthermore, in the case of
the lines with the same number of neighbors, the coefficients are
almost the same. Such properties can be exploited for improving
even more the compactness of the model.

5. HIGHLEVEL CODINGBASED

THROUGHPUT IMPROVEMENT
In order to address timing issues at higher levels of abstraction,

accurate models capable to predict pattern-dependent signal delay
are required. This is mandatory if delay-aware coding is to be em-
ployed. Previous techniques in that direction like [9, 12, 22, 23,
26] are restricted only to non-inductively coupled interconnects be-
cause of a lack of proper models. Some efforts have been done
to identify worst-case switching patterns in inductively coupled
lines [21,25]. However, those methods cannot predict the delay for
a given input switching pattern. Further, the delay coding limits and
delay elimination methods developed in [22] for capacitive cou-
pling do not hold in the more general case of inductively-coupled
lines and have to be revised. For this purpose, our model can be
employed as shown in the following.

Let us consider first the case of capacitively coupled intercon-
nects as done in [22,23]. In the normal operation of data buses, the
clock period Tck is set so that all transitions can be completed, i.e:

Tck ≥ τ0(1 + 4λ). (11)

As pointed out in [22], the abovementioned inequality suggests
that we can speed up the bus by avoiding time-expensive transi-
tions. For instance, by eliminating all transitions with delays equal
to τ0(1 + 4λ) and τ0(1 + 3λ), the inequality becomes:

Tck ≥ τ0(1 + 2λ). (12)

Thus, by prohibiting transitions that induce a large delay, the clock
period can be significantly reduced. However, the number of bits
that can be transmitted per transition is decreased. For an n-bit
wide bus, we define the bit reduction factor, ζb(n, k), as the ratio
between the maximum achievable information rate on the coded
bus and the actual bus width. Further, the speed increasing factor,
ζs(n, k), stands for the interconnect delay decreasing rate and is
defined as:

ζs(n, k) =
1 + 4λ

1 + kλ
, (13)

where k = 0, 4 is a coefficient that indicates the highest allowed
delay. Generally, for an efficient encoding we have k={2,3} [22].
Thus, we can define the total actual throughput increase rate as:

ζt(n, k) =
ζs(n, k)

ζb(n, k)
. (14)

In order for a code to be efficient, the achieved throughput increase
rate must be higher than one, i.e. ζt(n, k) > 1. It is to be men-
tioned that λ can also be regarded as a function of k and n.

In the following, we analyze the effect of increasing inductive
coupling on maximum achievable throughput increase rates. Con-
ceptually, the coefficients of the ELD model can be split in two
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Figure 5: Model coefficients of line 3 for varying rise time for a
500µm bus.

parts: on the one hand, the coefficients standing for capacitive cou-
pling (αij,C ) and on the other hand, the coefficients for the induc-
tive coupling (αij,L). Thus,

αij = αij,C + αij,L, i 6= j, (15)

where αij,C ≤ 0 and αij,L ≥ 0. Capacitive coupling is a short-
range effect and thus, only first-order neighbors can be considered
as in the models proposed in [22, 23]. Consequently, we can write
the delay in line k as:

δk = αk∆b2k +(αkk−1,C∆bk−1 + αkk+1,C∆bk+1)∆bk

+(αkk−1,L∆bk−1 + αkk+1,L∆bk+1)∆bk (16)

+
X

i6=0,1

(αkk−i,L∆bk−i + αkk+i,L∆bk+i)∆bk

In a symmetric bus we have αkk−i=αkk+i
def
= α

(i)
k , if the corre-

sponding neighbor exists. We can define in a similar way α
(i)
k,C and

α
(i)
k,L. When the corresponding neighbors do not exist, we can de-

fine either the coefficients or the associated transitions as zero. For
a symmetric bus we have then:

δk = αk∆b2k + (α
(i)
k,C + α

(i)
k,L)(∆bk−1 + ∆bk+1)∆bk

+Sind(k)∆bk, (17)

where Sind(k) stands for the cumulative influence of the inductive
aggressors of an order higher than two. It can be easily shown that

τ0 = αkk − 2|α(1)
k,C | and |α(1)

k,C | = λ.

In the capacitive case we have only five possible delay classes

for a switching line: 1 + kλ, with k = 0, 4. Moreover, the de-
lay depends only on the first order neighbors. However, with in-
creasing inductive coupling effects, the effects of the second-order
neighbors cannot be neglected anymore. Additionally, in the case
of inductively coupled lines, the worst- and best-case delays have
been reported to vary as a function of the relationship between the
magnitude of capacitive and inductive coupling [1, 25]. Cao et
al. [1] concluded that when taking into account inductive coupling,
worst case delay and noise are dominated more by the switching
pattern ↑↓↑↓↑ than by the ↓↓↑↓↓ one. Furthermore, Tu et al. [25]
showed that the former switching pattern becomes the worst-case
scenario with increasing wire capacitance. However, for smaller
coupling capacitance the worst-case pattern was reported to change
to ↑↑↑↑↑. We have denoted low-to-high and high-to-low transitions
with ↑ and ↓ respectively. All these cases are covered by the ELD
model and are easy to identify, as seen in the sequel.

Being a long-range effect, inductive coupling allows neighbors
of order higher than two to become inductive aggressors. In the
case of neighbors of order one, one cannot know a priori whether
they are inductive or capacitive aggressors. This is decided by wires
geometry, propagation time, and rise times.

Let us define η
def
= max{Sind(k)} = 2max{P

i≥2 α
(i)
k,L} ≥ 0.

Several major cases with regard to the relationship between induc-
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Table 2: Comparison between delay classes in the case of ca-
pacitive and inductive coupling.

Capacitive Capacitive and Inductive

1 + 4λ 1 + 4λ− 2α
(1)
k,L ± η

1 + 3λ 1 + 3λ− α
(1)
k,L ± η

1 + 2λ 1 + 2λ± η

1 + λ 1 + λ+ α
(1)
k,L ± η

1 1 + 2α
(1)
k,L ± η

tive and capacitive coupling can be identified: (a) λ≫ α
(1)
k,L + 2η:

in this case, the capacitive coupling completely dominates the in-
ductive one which can be neglected without any loss of accuracy;

(b) λ & α
(1)
k,L + 2η: the inductive coupling cannot be neglected

and this case corresponds to a low-medium inductive coupling and

the delay classes are disjoint (see Tab. 2); (c) λ . α
(1)
k,L + 2η:

both inductive and capacitive couplings cannot be neglected, the
inductive coupling is getting more important, and the delay classes

are not disjoint; (d) λ ≪ α
(1)
k,L + 2η: the inductive coupling out-

weighs the capacitive one and the delay classes are totally mixed;
this case is highly unrealistic as the corresponding crosstalk noise
is usually at unacceptable levels. The ELD model takes into ac-
count such effects in a very simple way and it allows to analyze
and optimize early in the design flow crosstalk-induced delay in
point-to-point interconnects. With increasing inductive effects, the
five previously mentioned delay categories start to dissolute and
cover a wider range of values as shown in Tab. 2. When prohibit-
ing delays from the 1 + 4λ and 1 + 3λ classes, the delay classes

are disjoint only if λ>α
(1)
k,L + 2η.

In the sequel, we compare the influence of inductive coupling on
the total throughput increase rate. In the case of inductive coupling,
ζb(n, k) is equal to the capacitive case. However, we have:

ζs(n, k) =
1 + 4λ− 2α

(1)
k,L + η

1 + kλ− (k − 2)λ+ η
. (18)

For k=2, the equality becomes:

ζs(n, 2) =
1 + 4λ− 2α

(1)
k,L + η

1 + 2λ+ η
. (19)

It can be easily shown that coding for performance would be more
efficient with inductive coupling only if λ < 0, which is not possi-
ble. Thus, even in a case of a low or medium inductive coupling, the
possibilities to increase throughput deteriorate in comparison with
the non-inductive case. Further, if we consider simple encoding
schemes, like the so-called Fibonacci code [13] (which is similar
to the code indicated in [22]), ζb(8, k) degrades. This clearly indi-
cates that in the case of the modeled global line even though for the
capacitive coupling ζt(8, 2) > 1, the code may become inapplica-
ble when inductive effects appear.

Consequently, the effectiveness of coding schemes for through-
put improvement must be assessed at high levels of abstraction es-
pecially in the case of inductive coupling and the information re-
quired for this purpose is intrinsically comprised in the ELD model.

6. CONCLUDING REMARKS
This work introduced an extended linear model for high-level

signal delay estimation in both inductively and capacitively coupled
on-chip buses. The developed model approximates the signal delay
as a linear combination of the contributions induced by each ag-
gressor line for the complete set of switching patterns and not only
for capacitively coupled point-to-point interconnects or the worst
case patterns, as in previous works. Moreover, we have shown that
the model can be extended to include the effects of process varia-
tions. For a simplified scheme, we proved that by considering the
coefficients of the model as random variables and employing their
first three moments, we can get an accurate description of the delay
variation. The accuracy of the model has been assessed by means
of extensive experiments employing state-of-the-art 3D capacitance
and inductance extraction tools and SPICE simulations.

Root mean square errors less than 2% have been reported. There-
fore, the ELD model is suitable for fast yet efficient high-level anal-
ysis of bus encoding schemes focused on delay minimization in in-
ductively coupled lines. We have also shown how the model can be
employed at high levels of abstraction in order to explore coding-
based alternatives. In contrast with previous models, the developed
model is able to predict that coding techniques for throughput im-
provement are less efficient when besides the capacitive coupling
effects also inductive ones appear.
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