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ABSTRACT

This paper presents an efficient technique for synthesis and optimiza-
tion of polynomials over GF(2™), where m is a non-zero positive
integer. The technique is based on a graph-based decomposition
and factorization of polynomials over GF(2™), followed by efficient
network factorization and optimization. A technique for efficiently
computing coefficients over GF(p™), where p is a prime number, is
first presented. The coefficients are stored as polynomial graphs over
GF(p™). The synthesis and optimization is initiated from this graph
based representation. The technique has been applied to minimize
multipliers over all the 51 fields in GF(2%), k =2...8 in 0.18 micron
CMOS technology with the help of the Synopsys® design compiler.
It has also been applied to minimize combinational exponentiation
circuits, and other multivariate bit- as well as word-level polynomi-
als. The experimental results suggest that the proposed technique
can reduce area, delay, and power by significant amount.

1. INTRODUCTION

Polynomials over finite fields and their extensions of the form
GF(2™) are crucial to certain types of crypto systems (e.g. the el-
liptic curve cryptography) [8], error control codes (e.g. BCH, Reed-
Solomon) [26], VLSI testing [18], and DSP [6]. They also lead to de-
signing high speed, low complexity systolic VLSI realizations [11].
In most cases the evaluation of the polynomials cannot be justi-
fied unless they are realized in high speed, low power, low com-
plexity dedicated hardware. A polynomial over GF(2") constitutes
addition, multiplication, and exponentiation. While addition over
GF(2™) can be realized with m 2-input EXOR gates, multiplication
and exponentiation are costly in terms of area, delay, and power re-
quirements. Most of the recent research on realizing these polyno-
mials have focused on efficient synthesis of multipliers [2, 5, 17,22]
and sequential [15, 16] and hybrid [8] exponentiation over GF(2™).
However in general a multiple output multivariate polynomial over
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GF(2™), constituting addition, multiplication, and exponentiation in
different configurations, can be synthesized in hardware efficiently
if appropriate factorization with simplification is first carried out. As
our experimental results seem to suggest significant amount of area
(up to 68 times), and well over an order of magnitude delay and
power reduction can be achieved if the polynomials are synthesized
and optimized as a preprocessing step before they are passed on to
the industrial tools such as the Synopsys® design compiler.

Hand synthesizing complex multiple output multivariate polyno-
mials by factorizing, common sub-expression elimination (CSE) and
algebraic simplification over GF(2") can be very tedious. Instead an
automatic synthesis tool which can perform all of these is desirable.

Keeping this in view we propose a synthesis and optimization
technique for polynomials over GF(2™). For m = 1, i.e. GF(2), the
proposed technique performs gate-level synthesis and optimization.
For m > 1 it performs word-level synthesis and optimization based
on the properties of GF(2™). The technique requires that the multi-
variate polynomials are available in terms of their coefficients, either
in a graph-based form or in terms of a network of adders or multi-
pliers over GF(2"), i.e. in a netlist form. If the graph-based rep-
resentation is given then it performs a graph-based decomposition
over GF(2™) to obtain the netlist of adders and multipliers. How-
ever most industrial tools require AND-OR PLAs or VHDL/verilog
forms as the initial specification. Therefore we also present a tech-
nique for constructing the polynomials from directed acyclic graphs
(DAGs) representing the PLAs or netlists.

The underlying problem of representing polynomials over
GF(p™), p is a prime number, is the computation of the coeffi-
cients because the polynomials are determined by their coefficients.
A number of techniques exist based on interpolation algorithms for
small finite fields (e.g. GF(K) and K < 4), e.g. [, 14,27,28]. Al-
though the technique of [19] seems to be applicable to large fields,
it relies heavily on the size of the fields, and also for small fields
a solution only exists if the interpolation points are chosen from
a sufficiently large extension field [20]. Most of these techniques
(e.g. [27,28]) are suitable for only the O-polarity (i.e. only one polar-
ity). However most practical circuits have different representations
in different polarities in finite fields, e.g. certain polarities will re-
quire fewer terms or non-zero coefficients and hence fewer nodes in
a graph than others for the same circuit. In this regard a technique
has been presented in [24] for computing the expressions under the
optimal polarity in GF(2) only. Owing to its exhaustive nature its
application is limited to small circuits. Fourier like matrix based al-
gorithms (e.g. based on coding theory, and the butterfly algorithm)
exist for functions in finite fields and also generalized Reed-Miiller
forms [12]. However the size of the matrices is exponential and
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grows exponentially with the size of the inputs and field sizes.
Keeping these in view we present an efficient DAG based tech-
nique for computing the coefficients of polynomials over GF(p™) in
any polarity. The coefficients are stored as DAGs also as they are
computed, which is the starting point of our synthesis technique.

Background. Let GF(N) denote a set of N elements, where N
is a power of a prime number, with two special elements 0 and 1
representing the additive and multiplicative identities respectively,
and two operators addition ‘+’ and multiplication *-’. GF(N) defines
a finite field, also known as Galois Field, if it forms a commutative
ring with identity over these two operators in which every element
has a multiplicative inverse. Additional properties of finite fields
can be found in [23,26]. Finite fields over GF(2") and m > 2 can
be generated with primitive polynomials (PP) of the form p(x) =
X"+ 3 Veixd, where ¢; € GF(2) [26]. For any o, B € GF(2"™), if o
and P are in their polynomial basis as o/(x) = 2;":61 oy’ and B(x) =
2;’1:_()1 Bix!, where oy, B; € {0,1} and 0 < i < m, then multiplication
over GF(2™) can be defined as w(x) = au(x) - B(x) mod p(x), where
p(x) represents the PP used to generate the fields [5,23,26]. a+f,
i.e. addition over GF(2™), is the bitwise EXOR of the bit vectors
corresponding to ou(x) and B(x).

+/0 1 o B x|{0 1 o B
0(0 1 o B oo o 0 O
I1{1 0 B « 1{0 1 o B
alo B 0 1 a0 o B 1
BB o 1 0 Bl1O0O B 1 «

(a) Addition (b) Multiplication

Figure 1: Addition and multiplication over GF(4).

Fig. 1 shows the addition and multiplication tables over GF(4).
Here o and [ are assumed to be elements in GF(4). For example
assume that o(x) = x, and B(x) =x+ 1. o+ P =ax)+pkx) =
x+x+1=1. There is only one PP for generating GF(4), which is
p(x) =x2+x+1. Now a-B = o(x) - B(x) mod p(x) =x-(x+1)
mod x> +x+1=1.

In this paper PPs will be considered in their decimal notation. For
example the PP p(x) = x> + x4 1 in GF(8) can be represented by the
bit vector [1,0, 1, 1], which is 11 in decimal.

The following notation is used in this paper. Let Iy =
{0,1,...,N — 1}, and & : Iy — GF(N) be a one-to-one mapping
with §(0) = 0, 8(1) = 1 and, without loss of generality, 6(2) = a,
8(3) =B, etc. Let f(x1,x2,...,X,...,X,) represent an n input func-
tion over GF(N). The cofactor of f w.r.t. x; =y, denoted by f|y,—y,
is flo=y = f(x1,%1,.. .. X% =Y,...,%), i.e. f]y,—y represents the fact
that each occurrence of x; in f is replaced with a y.

Given a variable x; in GF(N) and m; € Iy (1 <i < n, n is the
number of inputs), x; can appear in one of the N polarities denoted
by xix, = x; +8(m;). Certain polarities require more resources to
represent a polynomial than others. As an example, let f(x;,xp) =
o xp represent a function in O-polarity in GF(3), i.e. both x; and
X are in O-polarity (note that x; o = x;). In another polarity with
x1 in 1-polarity and x, in 2-polarity replacing x; with x1,; — 1 and
xp with x5 — 8(2) = xp2 — o and simplifying we get f(x;,x) =
I+x22+ (X-x171 + 0wy 1x2 2, which contains more terms in this case.
Finding an optimal polarity is a very hard problem.

Graph-Based Representation. Any function over GF(N) can
be expanded in its literal based form as f(xi,...,Xi,...,Xy) =
Y00 (i) flx—s(e) Where ge(xi) = 1 — [x; — 8(e)]N~! [23]. Here
ge(x;) is called a literal over GF(N). This can be viewed as
generalization of Shanon’s expansion to GF(N). Such a literal
based form allows Multiple-Valued Decision Diagram (MDD)-like
canonic graph-based representations as shown in Fig. 2 [3,4].

’f|x;:0 ‘ ’flx,:l ‘ ’f‘x,-:ﬁ(N—l)‘

Figure 2: MODD—A literal based representation over GF(N).

Here the internal nodes represent the variables of expansion, x;
in this case, whereas the terminal nodes represent the values of
the function corresponding to each value of x; represented by the
edges. However since the MDDs are defined in MIN-MAX postal-
gebra [13], this representation will be called (M)ultiple (O)utput
(D)ecision (D)iagram or MODD to distinguish it from the MDDs.
There are two MODD reduction rules [3]: (a) If all the N children
of a node v point to the same node w, then delete v and connect the
incoming edge of v to w. (b) Share equivalent subgraphs. A reduced
MODD can be further optimized and normalized based on additional
two rules mentioned in [4]. An MODD which is reduced by all 4
rules will be called a (Z)ero suppressed and (N)ormalized MODD or
ZNMODD [4].

This paper is organized as follows. Section 2 presents a tech-
nique for computing and storing coefficients over GF(p™). Section 3
presents a synthesis and optimization technique based on the DAG
based representation of Section 2. Finally, Section 4 presents exper-
imental results.

2. COMPUTATION OF COEFFICIENTS

Given a function f(x,x,—_1,...,x1) in GF(N) (N is a power of a
prime number) and a polarity number #, f can be represented in the
following canonical multivariate polynomial form [23].

fn,Xn—t,...,%1) = Ko + %1, 51 + Ky Ko+ +
et e N_lN—1  N—1
Kilx{‘x{‘il "'-xj]l+"’+KN"71.t)gnv xilv—l xllv .

Here x;, represents the coefficient of the ith term containing k
number of variables in polarity number ¢, where both i and ¢ are
defined in the radix-N number system as i = ip N/ 4 ij_ N1 4
i N and = TN 4, (NP2 4.

Further, each 1, represents the polarity of the variable x; and
1<g<n, ie xgn, =x4+ d(my). Here X; represents the fact that
x; is in any one of the polarities {0,1,...,N — 1}, as determined
by t. For example, the term associated with the coefficient «;; is
N’]"k 4;:1 . A)E'-‘l, where the polarity of each variable is determined by
+”'Each coefficient can be determined by the following.

THEOREM 1. [4]Let f(xp,Xy—_1,...,X1) represent an n variable
function in GF(N). Its ith coefficient corresponding to a term con-
taining k number of variables in the polarity number t is

S
Kip = (*l)k

)

(N—1)  8(N-1)
DIEEDY

xfk:S(O)x.fk—l =3(0)
F Oy see sy, —8(m), —8(m—1),..., —8(m1)), (1)

3(N-1)
e Y B(EL R, E)
=5(0)
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where 8(1;),0(m;_1),...,0(my) are the polarities of the variables
X[, X[_1,---,X] as determined by t.

Here 0;, is defined in [4,23]. In Eq. (1) those variables which
are (not) assigned any value will be called assigned (unassigned)
variables.

In many cases the MODD (or MDD) may be available as a part of
existing resources during a synthesis, verification or simulation pro-
cess, in which case the coefficients can be derived from the graphs by
means of an efficient path oriented technique given in [4] based on
Theorem 1. We call this technique ‘CompByPath’. For many bench-
marks it executed quickly. However applying this algorithm for de-
termining all the coefficients in large fields can render the process
slow since it could involve repeated search through the MODDs. In
this paper we further improve this technique for significant speedup
in large fields as illustrated in the following example.

Let f(x1,x,x3) be a function over GF(4) with x|, xp, and
x3 in polarities m;, mp, and w3 respectively. The coefficient
K>, of the term x%_m can be computed as xp; = 253:0 (x3 +
8(m3)) f(8(my),d(my),x3) from Theorem 1 using Algorithm Comp-
ByPath [4]. Let us denote PC = (x3 + 8(m3))f(8(my),0(m2),x3),
which we have termed as the partial coefficient. If during this com-
putation PC is stored (e.g. in a hash table) for the relevant values
of x3 from the MODD, then the coefficient of x3 z, can be computed

as K1y = S0 _o(v3 +8(13))2£(8(m1),8(m2),x3) = 0 PC- (3 +
8(m3)), i.e. by multiplying the values of x3 + &(m3) by the stored val-
ues of PC and then adding them together without having to revisit
the MODD. In this way any coefficient over GF(N) with smaller
exponents can be determined from those with larger ones without
revisiting the MODDs as explained below.

Let us represent each unassigned variable with 1 and each as-
signed variable with 0. This results in a set of binary vectors of
dimension n. The set of all such binary vectors defines a lattice
over Boolean algebra. The Greatest Lower Bound (GLB) of this
lattice is [00---0] (i.e. all variables assigned), while the Least Up-
per Bound (LUB)is [11---1] (i.e. all variables unassigned). Clearly
an n-variable function over GF(N) will have 2" points in the lat-
tice. For each 1 in the vector corresponding to a point in the
lattice, apart from the GLB, the corresponding variable will have
N different exponents in the term ranging from 1 to N — 1 (each
point will correspond to a single coefficient over GF(2)). The al-
gorithm proceeds as follows. Each point pr in the lattice is consid-
ered once from [00---0] to [11---1]. The point [00---0] is deter-
mined by Theorem 1 directly. For example for a 4-input function
over GF(N) assume pr = [0101]. This corresponds to the exponents
{(0O,N —1,0,N —1),(0,N —1,0,N —2),...,(0,0,0,0)}. The expo-
nents are ordered so that they differ in one place and by exactly one
and processed from the highest to the lowest exponent. The coeffi-
cient corresponding to the highest exponent, i.e. (0,N —1,0,N — 1),
is determined by Algorithm CompByPath. The rest of the coeffi-
cients are determined incrementally as outlined previously without
revisiting the MODD, e.g. the coefficient of (0,N —1,0,N —2) from
(0,N—1,0,N —1), etc.

Storing the Coefficients. The coefficients are stored as they
are computed in a reduced and shared DAG called the (S)hared
(G)alois (P)olynomial (D)ecision (D)iagram or SGPDD. The basic
idea follows. Any function in GF(N) can be represented (expanded)
based on the following polynomial form: f(xi,...,X;,...,%;) =
hr,0 +erv;11x£ n,»hnnr' Here hy, ; is the coefficient corresponding
to the jth term in m; polarity. This can be represented by means of
a graph as shown in Fig. 3. Here the terminal nodes represent the
coefficients over GF(N) while the edges represent the exponents of

hn,- 0 ‘

Figure 3: Representing and storing coefficients.

x;. The GPDD can be reduced as follows: Given two nodes v and
w such that child;(v) =w and 0 <i < N —1, (a) if all the nonzero
edges of w point to the zero terminal node, then reconnect child;(v)
to childy(w) and delete w, (b) Share equivalent subgraphs. A GPDD
reduced based on these two rules can be shown to be canonic and
minimal under a fixed variable ordering. Note that the MODDs
represent functions over GF(N) in their literal based forms whereas
the GPDDs represent them in their polynomial forms based on their
coefficients. An efficient GPDD reduction algorithm having linear
complexity in the number of nodes has been developed for arbitrary
GF(N) and any polarity. This algorithm is analogous to the BDD
reduction algorithm [7] with the exception that the reduction rule
has been replaced with rule-(a) above while the sharing rule remains
the same and, obviously, the number of children has been extended
to N. Note that the GPDD reduces to the functional decision dia-
gram (FDD) over GF(2) [25]. It also has integer interpretation as
TED [21].

Fig. 4(a) shows a reduced and shared GPDD for the polynomial
f(a,b,c) = ac+ b*c in GF(4) in O-polarity. Each internal node has
4 children. The edges are labeled O to 3. However edges terminating
at the 0 terminal node are not labeled for brevity.

3. SYNTHESIS AND OPTIMIZATION

Once the SGPDD is obtained circuits are synthesized by decom-
posing and factoring the SGPDD based on finding cuts within the
GPDD. A cut is a partitioning of the nodes in the SGPDD into two
sets T" and B, where T contains internal nodes and the root and B con-
tains external, internal, and the last nodes, i.e. internal nodes which
have the external nodes as their children. A cut passes through an
SGPDD horizontally and does not cross an edge more than once.
Effectively a cut can factorize an SGPDD realizing a function f in
GF(2™) as f = D-Q+R. Cut based algorithms have been used for
synthesis in the Boolean domain, e.g. [9]. In this paper we quickly
factorize a polynomial over GF(2™) based on cuts on their GPDDs
to construct an expression DAG based multiple output shared netlist.
The netlist constitutes two types of nodes: internal nodes which can
either be GF(2") adders or multipliers, or external nodes which can
only be constants and variables in GF(2™). The internal nodes can
have two children. Fig. 5(d) shows the netlist for the expression
ab® + be. The netlists are further synthesized based on additional
factorization and optimization.

3.1 Decomposing from GPDD

Given a variable x and a GPDD for a function f, there are two
types of decomposition possible: (i) multiplicative, which represents
fas f =X xY, and (ii) additive, which represents f as f =W 4 Z.
Here X, Y, W, and Z are GPDDs. To perform a decomposition a
cut is performed above the nodes representing x. Let v, be a node
representing x. To obtain the multiplicative decomposition all the
paths in the original GPDD from nodes above the cut leading to vy
are reconnected to the terminal node 1 and the result is reduced. This
gives X. Y is simply the GPDD rooted at v,. To obtain the additive
decomposition all the paths in the original GPDD from nodes above
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Figure 4: Factorizing from GPDD.

the cut leading to v, are reconnected to the terminal node O and the
result is reduced. This gives W. Z is obtained by reconnecting all
the paths from nodes above the cut that do not pass through vy to the
terminal node 0 and reducing the result. The proof for this reasoning
is straight forward and has been left out for brevity. The following
example demonstrates the basic idea.

In the GPDD of Fig. 4(a) the cut is shown with the horizontal bro-
ken line above the node c¢. Note that cuts can also be made above
node b. However the cut above ¢ has been made because it is a dom-
inator node [9], i.e. all paths ending in the terminal x node (in this
case x = 1) passes through node c¢. Given a dominator node v, v
can be trivially factored out of a GPDD by reconnecting all the paths
leading to v to the terminal node 1 and detaching the subgraph rooted
at v as another GPDD. This results in a multiplicative decomposi-
tion over GF(2™). After cutting the GPDD each of the component
is reduced. While the bottom GPDD in Fig. 4 cannot be decom-
posed further, the top one can be decomposed as two GPDDs: one
rooted at a, and the other rooted at b (Fig. 4(c)). Here the cut is
performed above node b, which results in an additive decomposition
over GF(2™). These nodes are not further decomposed but instead
added to the netlist as ¢ x (a+b?), which requires one multiplier and
one adder over GF(2"). The exponent 5 can be implemented in two
ways: either using an additional multiplier for the exponentiation, or
using an m-input m-output look-up table (LUT) since we are dealing
with GF(2™). Our tool can do either depending on which option is
given.

A more general case appears in Fig. 5. Here the function consid-
ered is ab? + be. Decomposition of expressions like this cannot be
done based on the approach of [9] owing to the presence of the expo-
nent. Fig. 5(b) shows how a multiplicative decomposition is carried
out if the cut is performed above the nodes b.

In this paper we perform factorization of exponents on the netlists,
which we obtain by using a fast greedy heuristic algorithm as out-
lined in Fig. 6.

Much of the algorithm is self explanatory. The algorithm decom-
poses a function f as f = D-Q+ R. In Line 8 the list of parents is
computed for the GPDD rooted at root. Lines 10-17 are executed
for nodes with at least one parent.

The cut is performed above the node Q. Lines 11 and 13 perform
additive decomposition by reconnecting all paths coming from nodes
above the cut not leading to (Line 11) and leading to (Line 13) Q to
the zero terminal node. Line 12 performs multiplicative decomposi-
tion. These steps are repeated for each of the components Q, D, and
R. Line 20 performs netlist optimization as outlined in Section 3.3.
Note that no assumption is made regarding the word-size or the po-
larity.

Fig. 4 shows the decomposition obtained from the GPDD of
Fig. 4(a) using this algorithm. Fig. 5(c) (exponent realized with
LUT) and (d) (exponent realized with repeated multiplication) shows

|ab2+bc|

il

Figure 5: Constructing the expression tree.

the resulting netlist after decomposing the GPDD of Fig. 5(a).
3.2 Factorizing Netlists

Common factors are determined by walking through chains of
multipliers following chains of adders. A chain of adders is a non-
empty ordered list of adders (A;,A;+1,...,Aitr) such that A; forms a
chain if » = 0; otherwise A j; | appears as one of the inputs to A for
i < j <i+r. A chain of multipliers is an ordered list of multipliers
(M, My1,. .., My ) such that M | appears as one of the inputs to
M; for k < j < k+s. A chain of multipliers can be empty, in which
case a term (i.e. a node u or a subgraph rooted at u) is considered as a
chain. Let Cy, = <A,‘,A,‘+1, e 7Ai+r> and Cp, = <Aj,Aj+1 yeus 7Aj+s>
be two chains of adders. Let Cy, = (Mg, My41,...,Myy,) and
Cm, = (M;,Mp4y,...,M,,) be two chains of multipliers. Let My
and M, be one of the inputs to A;y, and A respectively. Let X
be a subgraph rooted at X such that X appears as one of the inputs
to My, and M;,,. If A; = A}, then X is factorizable. The proof
is straight forward and has been left out for brevity. The factor-
ization is carried out as illustrated in Fig. 7. Fig. 7(a) shows the
structure (AX + BX) which can be factored as X (A + B) as shown
in Fig. 7(b) and (c). Fig. 7(d) shows a more general structure of the
form Z = ((AX +Y) + BX). Clearly X is factorizable. To factorize
X Z is restructured as Z = ((AX + BX) +Y) (Fig. 7(e)) and then the
factorization is carried out as Z = ((X(A + B)) + Y) (Fig. 7(f)). The
structure within the circle in Fig. 7(e) is the network of Fig. 7(d) after
its pointers have been readjusted. After restructuring the circuits the
netlist optimization technique of Section 3.3 is applied to obtain the
final circuits. For example factorizing the netlist of Fig. 5(d) yields
the network of Fig. 5(e). This result is the same as decomposing the
GPDD shown in Fig. 5(a) and (b).

The algorithm for factorization proceeds by trying out all possible
factorizations, and only stops when there are no more terms which
can be factored out. Note that no assumption regarding the word-
size or the polarity has been made, i.e. the same approach works for
bit-level as well as word-level circuits in any polarity.

3.3 Optimizing Netlists
Netlists are optimized by processing them recursively from the ex-
ternal (i.e. variable or constant) nodes towards the root node. Each
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Algorithm DecompGpdd{

1

2 Let NodeQ be a queue initially empty;

3 Let root be the root of the GPDD;

4 Let EtRoot be the root of the netlist;

5 Add root to the netlist and push root on to NodeQ;
6 do{

7 Remove head of NodeQ and assign to root;

8 Construct parent list of root;

9 if(ParentList > 0){

10 Q = node with the least number of parents;
11 D = AssignPassAroundZ(Q);

12 Reconnect all edges in D leading to Q to 1;
13 R = AssignPassThroughZ(Q);

14 D =reduce(D);

15 R =reduce(R);

16 Add Q, D, and R to the netlist;

17 Push Q, D, and R on to NodeQ;

18

19 }while(NodeQ is not empty);

20 EtRoot = optimize(EtRoot);

21}

Figure 6: A GPDD decomposition algorithm.

(d) (e) ®

Figure 7: Factorizing from netlist.

node is visited exactly once. For each node u the following is done.
If u is already processed then its reference is returned so that it can
be shared; otherwise its information is stored in a hash table for shar-
ing. If u is an internal (i.e. GF(2™) multiplier/adder) node, then let
vo and vy be its two children. If both vy and v; are constants, then
replace u with vg op v where op is either addition or multiplication
over GF(2™), i.e. perform constant propagation. Replace u with v;
(i€{0,1}),ifu=v; x 1 oru=v;+0. Replace u with 0, if u = v; x 0
or u = v; +v;. Note that this algorithm is analogous to the BDD re-
duction algorithm of [7], which can be argued to be optimal under a
fixed variable ordering. Analogously this algorithm can be shown to
be optimal w.r.t. two input addition and multiplication over GF(2")
under a fixed netlist transformation. Also note that it can be applied
to bit-level as well as word-level correctly with either repeated mul-
tiplication or LUT based exponentiation and in any polarity. This
algorithm can be applied for single as well as multiple output func-
tions.

For example given the netlists of Fig. 7(b) and (e) this algorithm
will yield the netlists of Fig. 7(c) and (f) respectively.

3.4 Exponentiation

Exponentiation is carried out in two ways: (i) using the repeated
multiplication rule, (ii) using LUTs, depending on which option is
given. If rule (i) is specified, then exponents are generated as fol-

lows: square and multiply incrementally, e.g. given x*, x° and x!!,

generate x* using square and multiply, x> = x* x x and x!! = x> x x°,
where x0 = x> x x. This algorithm is called ‘Exp’.

If rule (ii), i.e. the LUT option is given, then polynomials
of the form p(x) = ZIZLJ Lext, where ¢; € GF(2™), are generated
as a single m-input m-output LUT. For example given an expres-
sion @ (Bb® + b) + c(Bb® + b) in GF(16), it is first factored as
(Bb® 4 b)(a® + ¢). Then the result is implemented using two 4-input
4-output LUTSs, one for each Bb° + b and a3, one multiplier and one
adder over GF(16).

3.5 Overall Algorithm

The algorithm proceeds as follows: (i) Store initial specification
as reduced and shared MODD, (ii) apply the technique of Section 2
to compute and store the coefficients as reduced and shared GPDDs,
(iii) apply the techniques of Section 3.1 to decompose the GPDDs
into the netlist, (iv) apply the technique of Section 3.2 to further de-
compose and optimize the netlist. During this process the technique
of Section 3.3 is applied between Steps (iii) and (iv) to obtain an ini-
tial, and also after Step (iv) to obtain the final result. The best result
is retained. The algorithm can be initiated at any point, e.g. if the
GPDD is available then we can start from Step (iii).

4. EXPERIMENTAL RESULTS

The techniques presented in this paper have been implemented in
Gnu C++ 3.2.2-5 on a computer with 640MB RAM and a 600MHz
Athlon processor running RedHat Linux with kernel-2.4.20-43.9.
The Synopsys® design compiler was run on a dual processor Pen-
tium 4 Linux machine with 2GB RAM and kernel-2.4.21-20.EL. The
benchmarks were stored as two-level AND-OR PLAs to enable us
to determine how effective the proposed technique is in optimizing
area, power, and delay. Also the Synopsys® design compiler un-
derstands this format. The PLAs were read into MODDs, and the
algorithm of Section 3.5 was applied from Step (i). After optimiza-
tion the results were saved in the VHDL format, which were passed
to the Synopsys® design compiler (power was estimated with the
Synopsys® power compiler). The PLAs were also passed directly
to the Synopsys® compiler for optimizing without the aid of the
proposed technique.

Unless otherwise specified the tool assumes the follow-
ing primitive polynomials by default for generating the fields:
(2,7),(3,11),(4,19),(5,37),(6,67),(7,137),(8,285). Here the first
number m in the ordered pair (m,d) is the bit width and determines
the field size, i.e. GF(2™), and the second number d is the decimal
representation of the primitive polynomial.

We have minimized multipliers over GF(2") (2 < m < 8) for all
the 51 primitive polynomials in 0.18 micron CMOS technology. Ta-
ble 1 shows results for the 8-bit multipliers. Column 1 represents the
primitive polynomials, while Column 2 represents the area, delay,
and power reported by the Synopsys® design compiler without the
aid of the proposed technique. The column with the heading “Pro-
posed Technique” shows the result of applying the proposed tech-
nique first, and then applying the Synopsys® compiler on the re-
sulting VHDL files. The letters ‘a’ and ‘m’ represent 2-input EXOR
and AND gates respectively. Here area, delay, and power are in
10~% mm?, nano seconds, and mW respectively. Power was esti-
mated at 1.8V. Significant area, delay, and power reduction is observ-
able (as much as 57 times for polynomial 487). Clearly the number
of AND gates is m? for all the cases. The number of EXOR gates
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Table 1: Multipliers over GF(28) for all the 16 PPs.

Prim Synopsys® only Proposed Technique
Poly (area,delay,power) (a,m) [ (area,delay,power)
285 | (141689.3,18.8,130.9) | (87,64) (2628.9,1.6,4.2)
299 | (152603.3,14.6,125.7) | (85,64) (2609.5,1.7,4.1)
301 | (132595.5,15.0,125.4) | (84,64) (2580.5,1.5,4.0)
333 | (140896.3,15.2,129.3) | (84,64) (2574.0,2.0,4.1)
351 | (135107.6,17.9,121.5) | (100,64) (2757.9,1.5,4.3)
355 | (143195.4,17.4,126.0) | (88,64) (2612.7,1.8,4.2)
357 | (144472.7,14.8,133.5) | (84,64) (2548.2,1.5,4.0)
361 | (135227.9,16.3,125.6) | (88,64) (2628.9,1.7,4.2)
369 | (132405.8,17.6,130.2) | (89,64) (2722.4,1.9,4.3)
391 | (130577.4,15.9,126.5) | (79,64) (2441.8,2.2,3.8)
397 | (139992.8,14.4,122.3) | (87,64) (2532.1,2.0,4.0)
425 | (141879.6,15.6,118.9) | (94,64) (2690.2,2.0,4.3)
451 | (139612.7,17.6,123.9) | (79,64) (2493.4,1.8,3.9)
463 | (141228.2,17.8,122.9) | (90,64) (2661.1,1.9,4.1)
487 | (150703.6,16.7,138.8) | (92,64) (2632.1,1.9,4.1)
501 | (129935.6,16.0,119.2) | (104,64) (2906.3,2.3,4.7)

varied from approximately m?® — 1 for trinomials, e.g. 19 (m = 4, 15
EXORs), 25 (m =4, 15 EXORs), 37 (m =5, 25 EXORs), 67 (in =6,
35 EXORs), 131 (m = 7, 48 EXORs), etc., to m? +k, where k is a
constant, for pentanomials and polynomials with more than 5 terms.
As compared with [22], which reports 2m? — 1 2-input AND gates
and 2m? —3m+ 1 EXOR gates, the proposed technique produced
better results. For the 8-bit multiplier this technique reports max-
imum area of 0.002906 mm?2, whereas [22] reported 0.0128 mm?,
ie. about 4.4 times better (5.2 times better for polynomial 391).
Also, it reports about 2 times reduced delay. For the 4-bit case the
proposed technique reports about 0.000522 mm? area with the PP
25, i.e. over 5 times better. It is not possible to directly compare
this technique with [2, 5, 17] because these techniques have reported
only theoretical results, with m? 2-input AND gates and m? — 1 (for
trinomials) to m2 4k EXOR gates depending on the number of terms
in the polynomials and their positions without any implementation.
However we were able to compare the examples given in [2,5]. For
examples [5] reported 18 EXOR and 16 AND gates for the GF(24)
multiplier in the primitive polynomial 25, whereas this technique
reports 15 EXOR and 16 AND gates. As compared with [2] the
proposed technique reported similar result for the polynomial 171
over GF(27), i.e. 64 EXOR and 49 AND gates. Note that these
results closely approximate the theoretical results reported by these
techniques despite the fact that the proposed technique is a heuristic
synthesis algorithm for polynomials, whereas these techniques are
designed for hand synthesizing the multipliers over GF(2™).

110 m=8 (104,64)

EXOR gates

0 10 20 30 40 50 60 70
AND gates

Figure 8: Gate count for ab?.

Fig. 8 shows the result of applying the technique for optimizing
the term ab? in GF(2™), where 2 < m < 8. The total number of AND
gates is exactly m®. The total EXOR gate count is approximately
m?4mup to m = 7. For m = 8 the EXOR gate count worsens. Note
that techniques such as [10], which are tailored for hand synthesizing
ab?, have reported total EXOR and AND gate counts of (m + 1)?
each.
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i i
i

i
| |

Total gate count

T T T T T 1
50 100 150 200 250 300

Exponents (2-255)

Figure 9: Variation of 2-input gates with exponent over GF(28).

Fig. 9 shows how the total 2-input gate count varies with the expo-
nent x¥, where 2 <y < 255, over GF(28). There are distinct regions
noticeable which seems to be repeating with the exponents. For ex-
ponents 2, 4, 8, 16, 32, and 128 only 2-input EXOR gates were re-
quired with 11 being the minimum (for exponents 2 and 128) and 21
being the maximum (for exponent 32). The hardest exponent was
251, which required 410 and 251 2-input EXOR and AND gates re-
spectively, i.e. 661 gates in total. Exponent 255 requires fourteen
2-input EXOR gates, and nine 2-input AND gates, which can be re-
alized with a single 8-input OR gate.

Table 2: Word-level synthesis and optimization.

Field Polynomial Exp LUT Gate Level

(k,pp) (a,m) (a,m,LUT) (a,m)

(6,67) a® +5p (1,10) (1,0,2) (136,83)
[(356,360)] | [(134,83)]

(6,67) a®b” +a’b"° (1,11) (1,2,4) (1295,631)
[(391,396)] | [(289,207)]

6.67) | @b +a®b% 1,27) (12,4 (1300,745)
[(951,972)] | [(320,247)]

5.37) | AP c+ b7 ! (1,22) (1,2,3) (1238,748)
[(555,550)] | [(189,154)]

Table 2 shows the results for some sample multivariate polynomi-
als. The polynomials have been synthesized at the word as well as at
the gate-level. At the word-level Exp and the LUT based techniques
have been applied for the generation of exponents. The symbols ‘k’,
‘pp’, ‘@’ and ‘m’ represent the word size, primitive polynomial, to-
tal number of 2-input adders (EXOR gates in GF(2)) and multipliers
(AND gates in GF(2)) respectively. The figures within ‘[]” represent
the maximum number of 2-input EXOR and AND gates required
to implement the adders, multipliers, and LUTs. This figure is ob-
tained by synthesizing the LUTs at the gate level with the proposed
technique, and then adding the total number of 2-input EXOR and
AND gates required for the LUTs, adders, and multipliers (Table 1).
Clearly the LUT based algorithm is winning out, while Exp is in the
second place. However LUTs suffer from exploding in size quite
rapidly, unless they are saved in a DAG based form, e.g. the BDD,
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as they are created.

We have also applied the proposed technique on ab” for 2 <
y < 255 over GF(2%) at the gate-level. The minimum area is
148.7 x 10~6 mm? for ab®, and the maximum area is 60902 x 10~°
mm? for ab®>!. We could not compare all the cases produced by the
Synopsys® compilers alone since for most of the cases it was tak-
ing far too long without the aid of the proposed technique, e.g. for
ab’”® we had to terminate the compiler after 51 hours. We could
apply the Synopsys® compilers for certain cases, e.g. for ab®® it
reported 790785 x 10~% mm? area, and 24.1 ns delay without the
proposed technique, whereas with the proposed technique it reported
11531 x 10~° mm? area and 3.58 ns delay, i.e. about 68 times area
and nearly an order of magnitude delay improvement respectively. If
the proposed technique is applied at the word level (8-bit word size),
then for ab®! with b*! implemented as LUT the gate count reduces
from 2280 EXOR, and 1275 AND gates down to a maximum of 497
EXOR and 315 AND gates. Here the multiplier and the LUT are
minimized at the gate-level.

Note that in all the cases many 2-input EXOR gates were of the
form 14-x, which is a single NOT gate but still counted as an EXOR
gate.

S. CONCLUSIONS

In this paper we presented a heuristic synthesis and optimization
technique for polynomials in GF(2") for gate- as well as word-level.
The experimental results suggest that this technique can significantly
reduce area, delay, and power. Also this technique can closely match
techniques tailored for hand synthesizing circuits in GF(2™). There-
fore we can conclude that if this technique is used in conjunction
with those techniques, then near optimal circuits can be designed for
polynomials over GF(2™).
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