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ABSTRACT

It is well recognized that novel computational models, desiand
technologies are needed in order to sustain the remarkdiémee-

may be traced back at least to the pioneering paper by J. ldealth
[19]; however, the authors of that work and several follgywivorks
in which this concept has been developed (see, e.g., reJiys

ment of CMOS-based VLSI circuits and systems. Regardletiseof 37,53]) have assumed the use of relatively complex, tregaibal

models, devices and technologies, any enhancement/espdent to

CMOS must show significant gains in at least one of the key m

rics (including speed, power and cost) for at least a sublsap-o
plication domains currently employing CMOS circuits. Irdégbn,
effective defect tolerant techniques are a critical faéborthe suc-

cessful adoption of any new computing device due to the faat t

nano-scale structures will have defect rates much higlaer titday’s
CMOS chips. The task of identifying application domaing ttwuld

benefit the most from a new model/device/technology andramgsu

that the resultant system meets functional requirementseipres-
ence of defects requires synergistic efforts of physicalrists, and
circuit and system design researchers.

This paper contains a collection of three contributionshdacus-
ing on one particular emergent technology—presenting ig lbetso-
duction on the technologies, some of their unique featureson-
trast with CMOS, potential application domains for thesghtmlo-
gies, and new opportunities that they may bring forward ifecte
tolerance design. The contributions include both tradél@nd non-
traditional state representations which use either eleitror mag-
netic interactions.

1. CMOL AND COUSINS: HYBRID
CMOS/NANO CIRCUIT FAQS

Konstantin K. Likharev
Q: What is CMOL?

nanoelectronic devices whose integration is still welldyey reach.

ekhe current stage of the hybrid circuit idea developmeratr(sd in

2003 [33, 39], but having evolved substantially until thel2005
[34,37,59]) is focused on hybrid circuits which do not usg active
nanoelectronic components beyond similar, simple (twoniteal),
bistable devices (Fig. 1c) formed at each crosspoint sanatiusly
with the crossbar patterning.

Q: What are the main options for crosspoint device implementa-
tion? Does the acronym “CMOL” imply using molecular deviges

A: The answer to the latter question is NO. This (admittedlyg-mi
leading) term was coined in 2003, when molecular electsosgemed
the only option for the implementation of crosspoint desiceBy
now, two-terminal crosspoint devices with the necessaajching
switch” functionality (Fig. 1c) have been demonstratedhgsa
broad variety of materials and fabrication techniques ; sgp Refs.
[27, 65] for recent reviews. For most of them, the devicel¢wice
reproducibility (which is, of course, necessary for ingggm) has
not yet been documented; however, there are notable eznspt-or
example, |. G. Baelkt al. [3] have demonstrated a few-percent re-
producibility of the effective ON resistance of metal-oxitlased de-
vices, while A. Cheret al. [6] have reported a (still acceptable)
30% r.m.s. spread of ON currents in copper-oxide-basedipme
Even more promising, J. Billegt al. [4] have achieved-7% and
~20% r.m.s. scattering of the, respectively, GFON and ON-OFF
switching thresholds in (relatively thick) Cu-TCNQ laygevehereas
S. Jo and W. Lu [21] have reporteck& 0% spread of the OFFON
switching voltage in amorphous-Si-based devices.

A: The basic idea of hybrid CMOS/nanoelectronic circuits is to The apparent bistability mechanism in all these devicesvisrsible
complement the CMOS stack with a few-layer nanoelectrodtt- a field-induced drift of cations in amorphous oxide matrixading

on (Fig. 1a) in the form of a nanowire crossbar (Fig. 1b). Ttésa
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to conducting filament formation and dissolution. Preliamnes-
timates show that this physics may give reproducible devidkthe
way to Frano ~ 10 Nm; after that other materials may become neces-
sary, for example specially designed molecular self-abstmono-
layers (“SAMs”) with the atomic-reconfiguration [11] or gie-elec-
tron [15, 33, 39, 43] bistability mechanisms. The recenbhavonary
breakthrough [2] in reproducible SAM fabrication gives svhope
that these devices may be integrable.
Q: Any other components you need?
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@ | S— ’7& ®) plored to any detail yet, there are preliminary indicati@®8] that
v : — 7 these circuits will have a lower advantage in density, biistan-
add-on o e tially increased speed (again, at the same power).

level (iv) Mixed-signal neuromorphic CMOL networks (“CrossNets
B [15, 16,31, 39, 62]) may provide extremely high performafuceser-
et tain advanced information processing tasks such as patiesaifi-
nanodevices cation (including ultrafast feature recognition [28]),damore intel-
at each crosspoint . . . .. . . .y
cmos  Potom nanowire ligent tas_ks, in particular thpse requiring _|n-S|tu trami29, 30] and
stack ! S ) global reinforcement learning [41]. While today such “citiye”
v tasks may be considered niche applications, there is a duace
OFF _. ON that in future they will form a new, fast growing IT market.
OFF state Wi J/ /LW“C'“”Q Q: Even after an additional effort, the crosspoint nanodes/inay
ON . OFF 0 v not be 100% perfect. How defect-tolerant are CMOL circuits?
5W"°h'"g( s oo T ! A: So far, only one defect type (equivalent to a stuck-at-open
\2

' fault) has been explored in detail. To such defects, prggksigned
CMOL circuits are very tolerant, allowing10% of bad devices for

Figure 1: (a) The general idea of a hybrid CMOS/nanoelectroic  memories [57],~20% for FPGA-like logic [54, 56, 59], and more

circuit, (b) the nanowire-crossbar add-on, and (c) the reqired ~than 30% for some neuromorphic circuits [30]. However, B&Rs

I — V curves of the two-terminal crosspoint devices (schemati- ity to other types of defects (e.g., stuck-at-closed famitsanowire
cally). breaks) may be higher, and this issue has to be explored ie der

tail.
Q: Your title mentions CMOL “cousins”. What exactly are their

A: The only other key ingredient of the current generation of h);ilfféarhenc;s fror?hthe genre]rlc EMOL circuits, and what adagas
brid circuits is an area-distributed interface betweerGMOS stack 2 A l\a/llgsltcr?thbI;y may have:
and nanowire crossbar, using cone-shaped vertical plpiss(; see " . ' ) N
Fig. 1a), instead of peripheral interfaces discussed itieegubli- () G. Snider and R. S. Willams have suggested [51] a simglifie

: . - . : . version of CMOL circuits, dubbed FPNI, in which more space is
cations. A major trick here is the rotation of the crossbaalogrtain ) ' . ' .
angle with resjpect to the interface pin mesh [33, 34 37h\§9]ch provided for the CMOS/crossbar interface, and crosspagntces

. : o . arestripped of their role in logic, i.e. restricted to theaefiguration
gives the CMOS subsystem a unique access to each nanowire ]and . S . ) )
each crosspoint nanodevice, even if the crossbar hali-pite . is unction. The_sg_cwcwts are easier fpr |r_nplementat|orml amay be
much less that the CMOS he;h‘-pitdﬁjMos e useful at the initial stage of hybrid circuit developmentt bave a

Q: The CMOL concept implies a patterning technology with nanc}(facm(rii;)fgnstlr?;vgggsgfltﬁhe “3D CMOL” circuits suagested by W
scale resolution. If such technology is on hand, why not tigeri , Y, . gges y W

Lo AT - Wang's group [61] allow a two-fold increase of density in quari-
further CMOS scaling, instead of the hybrid circuit fabtioa? n with the original (“2D”) CMOL. Such “3D CMOL” circuit is@

A: First, each layer of the nanowire crossbar requires only ongd 9 - . >
simple pattern - a set of parallel lines. Second. the taterétic- tually a system of two CMOS chips bonded around a single naaow
tuat?onspof the pattern dir%ensions aré of the o;deFm /3, i crossbar. One more additional benefit of such circuits it their
e. much larger than those which are required for fab:i(():adi’bﬁ component chips can be planarized at all levels, while tigir
MOSFET with a minimum feature size df [1,33]. Finally CMOL circuits cannot be planarized at the lower pin levehi§Fact

: Co o mang b ' does not prevent a plausible flow of their fabrication [3%Dhe of
the line patterns do not need to be aligned with either eatuér air challenges for the 3D CMOL implementation is whether chigg/m

the CMOS subsystem [35]. All these factors allow the use ohsu be made sufficiently planar for nanoscale bonding, at aabéptost
advanced patterning methods as nanoimprint (see, e.@3]5,as Q: What are the CMOL scaling limits?

well as maskless methods like EUV IL [5, 52] and block-copoty A: Apparently, the most fundamental limit to CMOL scaling is

lithography [5, 18] for crossbar fabrication - see, . geerd impres- guantum-mechanical tunneling between parallel nanowirde cross-
sive demonstrations of crossbars Withan, ~ 15 nm [17, 22]. bar. Theoretical estimates show that the correspondirgémacur-

Q: OK, the hybrids look relatively simple, but would still reicg o ;
some research and development effort. Could this efforasiified? rent beco_mes a forbldc_jlng challengef@a,, ~ 2 nm (for ar gaps
or very wide bandgap insulators). However, due to unavdédghp

How much advantage in system performance can the hybriditsrc width fluctuations, the practical limit is probably closer 3 nm.

provide? . .
A: This issue has been addressed in several recent studiéﬁ{lG,Moreover’ at thg appr_oach _to _thls frontier, several otheblems
become very serious, including:

30, 38,41, 42,54-59, 62] in which the following systems hlagen . ; : . .
(i) nanowire resistance growth due to electron scattenmngrain

explored: boundaries
(i) CMOL memories (which are just a hybrid-circuit extensio (ii) interconnect pin sharpness and position uncertamg,

of resistive memories [36, 44], with each bit stored in theeinal s ; . .
state of a certain crosspoint device - see Fig. 1c, but pergbtiunc- (ii) variations of the crosspoint device cross-sectiosear
tions embodied in the CMOS subsystem), may have the eféebttv |imTith;grag(ﬁﬁwgsnff;?obeTg;ﬁrtl?ftﬁmﬁﬁ st 3nmiis the natural scaling
area close to B2,.,, [57], eventually enabling terabit-scale integra- y :

Q: Any summary?

tion [38]. ) L7 . .

(ii) CMOL reconfigurable (cell-FPGA-like) logic circuitss}, Seﬁ/'eT(gﬁ d";ﬁﬁﬂ‘;?'égg;‘;“‘)ﬂgﬂntﬁ; CMOSiano hybrids would pre-
56,59] may provide a density advantage of about 2 orders ghma frastructure of semicondLE)ctor IC indl?stry where%s enghbdin ex-
tude over purely CMOS circuits of the same functionalfiyinios o i of the Moore's Law by estimated 10 to 15 years beybad t

and power density, at comparable speed. . . ” . LT
‘()iii) ThoughtZustom CpMOL VLgI circuits have not been ex- red brick wall” faced by the evolutionary CMOS circuits [3&ev-
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eral challenges are still to be met before the industriatiéation
of the hybrid circuits [35], but they seem substantiallyslegrious
than those faced by any other post-CMOS integrated cirecitrtol-
ogy concepts. For the digital circuit design community, thain
current challenge is a thorough simulation of several spr&ative
CMOL ASICs (in order to quantify their possible advantagerov
CMOS circuits with the same functionality), and a detailadlyg of
their tolerance to a broad set of fabrication defects. (Basks will
certainly require a more complex CMOL circuit design toplsly
advice to analog circuit designers is to have a good lookeaéttor-
mous prospects offered, especially in the long run, by maorphic
CMOL networks [31,62]

Useful discussions of the issues considered in this papér Rvi
Allen, J. Barhen, S. Das, A. DeHon, P. Franzon, D. Hammaearstro
R. Karri, R. Kiehl, P. Kuekes, J. H. Lee, X. Liu, J. Lukens, XaM
A. Mayr, V. Patel, N. Simonian, G. Snider, M. Stan, D. Stewart

Strukov, Z. Tan, W. Wang, R. Waser, and R. S. Williams areegrat
fully acknowledged. The research work on CMOL at Stony Broo
was supported in part by AFOSR, DoD, FCRP (via FENA Centergj

and NSF.

2. MAGNETIC QCA
Michael T. Niemier, X. Sharon Hu
2.1 Introduction

Magnetic logic based on coupled ferrite cores was origyradir-
sued in the 1950s, but was eventually replaced by semi-cbodu
chips. The lithographically-defined nanomagnets that firebasis
of this work (i) do not possess the disadvantages of the,darllyy,
ferrite core magnets, and (ii) can be arranged to form dsauithin
the quantum-dot cellular automata (QCA) architecture sehf20].
The initial description of a QCA device called for encodirigdry
numbers into cells that have a bi-stable charge configuraBd@QCA
cell would consist of 2 or 4 “charge containers” (i.e. quamtdots)
and 1 or 2 excess charges respectively. One configuratiohavfe
represents a binary '1’ and the other a binary '0’ [32]. L@dicpera-
tions and data movement are accomplished via Coulomb (oesiea
neighbor) interactions. QCA cells interact because thegeheonfig-
uration of one cell alters the charge configuration of the nek. In
a magnetic implementation of QCA (MQCA), charge configunadi
are replaced with magnetic polarizations.

For MQCA, wires, gates, and inverters have all been experim
tally realized, they operate at room temperature [20], &Bjdep-
timates that if10'° magnets switchi0® times/second, they would
only dissipate about 0.1 W of power. When the drive circuigry
included, [46] predicts that circuits could provide penfance wins
over state-of-the-art, low power CMOS when consideringgnde-
lay product. Devices can scale and remain non-volatile provid
their size/shape remains above the superparamagnetic lhoiv-
ever, binary state in nanomagnets with feature sizes bélewsuper-
paramagnetic limit can be stable for around 1 ms [66] — loraugh
to perform logical operations. Scaling can also decreastelsng
times [66].

Application spaces could be abundant as MQCA devices sltieuld
low power and non-volatile, and any application that hasehger-
formance requirements might benefit. Patterned thin-filmonzag-
nets are also similar in nature and compatible with the Esiog

e

e

Inversion

Al

@ (b)

Figure 2: Cartoon representations of (a) a wire segment and) a
majority gate. Wire segments have been experimentally denme
strated (c) as have majority gates (d).

use it to our advantage for MQCA. Moreover, the problem dirsgt
or reading a magnetic bit is similar for MRAM and MQCA: in both
cases the magnetization state of a nanometer-size thirnsfamd has
to be written and read. In other words, we will be able to cdizié
on advances made in magnetic data technology to addressaingu
Qutput with MQCA.

Still, like any device with nanometer feature sizes, MQCAdzh
rcuits could suffer from defect rates that are much highen those
for CMOS-based circuits. Thus, an MQCA-based circuit mugt n
only perform better for some computational task of intefesjustify

a technology transition), but realistically will need tostowith more
faulty components. Fabrication processes envisioned foCM are
similar to those for CMOS and fabrication variations shdudsim-
ilar as well. However, because MQCA devices process inftoma
in different ways than CMOS devices, defect tolerance maishzs
will be different. We study these issues here.

2.2 Background

Figs. 2a-b illustrate two important building blocks thatwa be
used to construct MQCA circuits. A wire (Fig. 2a) is just aeliaf
magnets that are antiferromagnetically coupled with edlceroThe
basic logic gate in MQCA is based on the majority voting fumrct
By setting one input of a majority gate to a logic ‘0’ or ‘1’ dlgate
will execute anAND or OR function respectively. In MQCA, the gate
performs arinverting majority gate function (Fig. 2b). These struc-
tures have all been experimentally demonstrated at roorpegature
(see Fig. 2c,d [20]).

The structures illustrated in Fig. 2c,d were tested withoalcthat
took the form of a periodically oscillatingxternal magnetic field
that drove a system to an initial state, and then controhed¢lax-
ation of the said system to a ground state. For example, aofine
nanomagnets would begin in a logically correct, antiferagmeti-
cally coupled ground state. An external field turns the magmeo-
ments of all magnets horizontally into a neutral logic stgjainst the
preferred magnetic anisotropy (i.e. along a magnet’s he&gj.arhis
is an unstable state of the system, and when the field is remthwe
r&ano-magnets relax into a new antiferromagnetically edground
State in accordance with the new input. [46] explored theofisep-
per wires wrapped by ferrite on the sides and bottom to pedwaichl
control of MQCA-based circuits. Nanomagnets would resiad¢he
wire surface.

2.3 Fault Tolerance

Per the discussion in Sec. 2.1, mechanisms for fault tobertmat
do not adversely effect system-level performance are gakdfere,
we discuss 3 ways to provide it for MQCA.

of MRAM devices. For MRAM technology, the physical coupling 2 31 At the Circuit Level

between neighboring magnetic bits is undesirable, but veergit to

Electron beam lithography (EBL) — used to fabricate the regégn

YWhile magnetic switching times are expected to be on therordgoWn in Fig. 2 — can lead to fabrication variations such agesu

of 50-100 ps [20], extremely low switching energies coulddeo
competitive EDPs.

(where a magnet'’s aspect ratio is smaller than intendedg emligh-
ness, and to missing magnetic material (an edge or cornenafjaet
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Figure 3: Heiocr VS. M, for a 60x90 nm magnet with no fabri-
cation variation and a 60x90 nm magnet with a “slanted” edge.
H_iocr. required to null the slanted magnet is greater than that
for the perfect magnet.

is a common location). Of particular interest is how thegeiation
variations affect logical correctness — or more specifyjcédow the
magnetization (binary state) associated with a previougpcation
is “removed”. This process is essential as it allows the magnets
that make up MQCA circuit elements to be re-evaluated witlv n
inputs as discussed above. We can begin to answer this qudsti
leveraging the OOMMEF simulation suite [12]

As an example, we consider a magnet with material missing fr

one of its corners as well as a magnet with no fabricationavari

tion. Of interest is the magnitude of the external field (nefd to as

H_i0c1) required to “null” each magnet so that we can tip it to the od2

posite polarization by leveraging a local biasing field. ¢ Bame bi-
asing field was used for all three simulations). Resultslhrgtiated
in Fig. 3. We consider the down-to-up transition of the mégsn
magnet first (see middle inset in Fig. 3). Note that a stroegtarnal
field is required to null this magnet (approximatély x 105 A/m

instead 0.5 x 10° A/m for the non-misshapen magnet). Magneti

moments tend to align along a magnet’s edge. In this sinmulathe
placement of the slant and the direction of the applied azgidield
help to reinforce the initial downward polarizatiop) ( For this same
reason, the up-to-down transition (see top inset in Fig.aB)he ac-
complished when the magnitude 8., is lower (approximately

0.4 x 10° A/m). (Only the first portion of this curve is shown —i.e.

until the magnet is nulled — to improve graph readability.)

e

(o]

logic. We can apply this lever in MQCA-based systems as Vit
example, the PLA structure in [7] can be expanded to includeem
rows and columns such that defective crosspoints and/erciom-
nect can be avoided — increasing the probability that theetkset

of logic functions can be mapped onto the faulty PLA. Howefar
MQCA, a larger PLA not only means a larger chip area, but also
more/longer clocking wires to control the logic and intemsect as-
sociated with it. Therefore, redundancy in an MQCA PLA pdes

a way to trade power consumption for fault tolerance.

Consider the yield vs. fault rate study presented in [7] sTtudy
indicates that a yield of 90% is possible given a fault rate0of and
10% redundancy. However, if the fault rate increase)to?, 400%
redundancy is required. As seen in Sec. 2.3.1 increasingnégsi-
tude of H.icr, provides another level of flexibility to circuit design-
ers in terms of fault tolerance. However, increasing thenitade of
H_jocr. CaN cause power to quadruple. Thus, from the standpoint of
performance and logical correctness, it is an interestpigrization
problems to determine the most effective usage of the ab@ahan
nisms for fault tolerance. Together these techniques calldd for
tolerance of a higher fault rate than can be achieved by reirioe
vidually. However, one technique might be sufficient to jdevthe
fault tolerance required to achieve a desired yield withdimallest
increase in power.

2.3.3 Atthe DeviceLeve

As seen so far, faults can result from the processes usedke ma
a magnet with a particular shape — which is very much a funatfo
various types of lithography. In Sec. 2.3.1, all simulasi@ssumed
nanomagnets made from supermalloy. However, other magmeti
terials can also be used as well. For example, [20] congid®eeg-
nets made with permalloy — a magnetic material with a higlaer s
uration magnetization860 x 10° A/m versus800 x 10> A/m for
supermalloy [12], [9]). An advantage of the higher sataratinag-
netization is that a magnet can be considered to be a strdnger
(i.e. a stronger '1’ or '0") which provides more local contaver a
otentially defective device. However, a higher saturatitagneti-
zation can also make a device harder to null (greBtes.. neeeded)
which will increase the overall system energy.

Like the material it is made from, a magnet's shape might also
help to facilitate the implementation of robust circuit stmcts (i.e.
a different shape might increase the flux density in anotlaer gf
the design). While obviously material and shape parametersot

be changed post fabrication, they represent other levatotte can

use to increase the probability of realizing an efficient kogically
system.

2.4 Discussions

To date, our research efforts have focused on ensuring lihaft a
the components necessary for a computationally integgsthys-

‘While the above suggests that increasing the current in @k clocally realizable system are in fact viable (e.g. means foss-
wire (and hence the magnitude Bt.;..) can help to ensure logical jng signals with nanomagnets, moving data between adjateck

correctness at the expense of energy efficiency, we stiél tacare-
fully consider how the external field is used to control logates

wire groups, etc.). We are now in the position to explore eafch
the aforementioned items in more detail to determine whethe

constructed with nanomagnets. Previous work has shownttibat not phys|ca”y realized structures can be both |Og|Ca”y'w and

state of a stuck at fault (for example) is determined by thewipus
state of a group of magnets, the location of missing matanidithe

simultaneously offer performance wins over the state ofatian
CMOS. A fundamental step in this process is “looking up” te th

direction of H.iock — and can change based on what inputs are agpplication-level to ensure that the more detailed sahstimap well

plied [47].

2.3.2 At the Architectural Level

The most widely used mechanism for post-fabrication falért
ance comes at the architectural-level in the form of recondigle

to the dataflow/performance requirements for a subset opaten
tional tasks and is the subject of ongoing work.

The authors gratefully acknowledge the support of the NSfeun
grant numbers CCF06-21990, CCF05-41324, and CCF07-02805,
well as the SRC NRI funded MIND center.
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Figure 4: Schematics of the integrated electronic-spin-wae cir-
cuit. The spin wave circuit receives information in the form of
voltage pulses, converts them into spin wave signals, makesm-
putation using spin waves, and provides the output in the fam
of the voltage pulses.

3. MAGNETIC CIRCUITS WITH SPIN
WAVE BUS FOR DATA PROCESSING
Alexander Khitun, Minggiang Bao, Kang L Wang

3.1 Introduction

phase of each spin wave may have a relative phase differérmecg.o
. Phases of “0” and#"” are used to represent two logic states 1 and
0. The spin waves propagate in the ferromagnetic wavegtide-s
ture designed to performed useful logic functions. An exampthe
three-input Majority logic gate is shown in Fig. 4. Depergdon the
relative phase of the spin waves, the amplitude of the @sultave
can be enhanced or decreased, as a function of the numberes$ wa
coming in- phase and out of phase. Finally, the result of tira-c
putation is converted in the voltage pulse, and may be amglby
conventional MOSFET to provide the compatibility with theernal
circuits. By controlling the relative phases of the spin eiaignals,

it is possible to realize different logic gates such as ANIR, @nd
NOT in one structure. More detailed description of spin whased
devices is given in [23].

A first working spin-wave based logic circuit has been experi-
tally demonstrated by M. Kostylev et al. [26]. The prototygmvice
was built on the base of a Mach- Zehnder-type spin-wavefatter
ometer, where the relative phases of two spin wave signais egn-
trolled via the external magnetic field. The feasibility cffn-wave
based NOT gate has been demonstrated experimentally. wWapia-
logic exclusive-not-OR and not-AND gates based on the same-s
ture have been also realized [50]. In our recent work [14],pnes
sented another example of working spin wave device, wheregth
ative phases of the spin wave signals are controlled by tleetitin

As the perfection of the Complementary Metal Oxide Semicomf the excitation current. Our experimental results havawshthat
ductor (CMOS) devices is rapidly coming to its end due to tlee mspin-wave devices exploiting spin wave interference magdaded

jor challenges associated with power dissipation and nzatwfing

complexities, there is a great deal of practical interesh&imple-

mentation of novel nanometer scale devices and novel antbies
able to provide a route to further information processing ren-

hancement. Spintronics is one of the possible approachesdaio

exploit electron spin rather than electron charge as anrrdton

carrier [48]. The information transmission among the dpiised de-
vices may be done naturally through quantum mechanicalaote
tions such as spin waves.

Spin wave is a collective oscillation of spins in an orderpths
lattice around the direction of magnetization. The phenwneis
similar to the lattice vibration, where atoms oscillate g their
equilibrium position. In our preceding works [24,25,64F have de-
veloped the general concept of logic circuits with Spin WBus - a
ferromagnetic waveguide that can be used as a conduit fomspie
propagation. There are several distinct features and kegnéage
of using spin waves: (i) information transmission is acctsmed
without electron transport; (ii) a bit of information can becoded
into the phase of the propagating spin wave; (iii) a numbespih
waves with different frequencies can be simultaneousiystratted
through the bus; (iv) the coherence length of the spin waveah
temperature may exceed tens of microns, which makes pedsibl
utilize spin wave interference to achieve logic functigtyal(v) in-
teractions between spin waves and outside devices can leeimlan
wireless manner, via a magnetic field.

3.2 Logic devices utilizing spin wave
interference

In Fig. 4, it is schematically shown an integrated electrgnetic
logic circuit. It consists of the voltage-to spin wave cartees, ferro-
magnetic waveguide structure, spin wave amplifier, andwpiréJto
voltage converter. The input data are received in the fornotihge
pulses (i.e. the input signal amplitudes4fV and —1V correspond
to the logic states 1 and 0, respectively.) Next, the inpiagrmation

to micrometer and nanometer scales.

3.3 Architectures with spin wave buses:
advantages and shortcomings

The implementation of the spin wave-based devices will irequ
special architecture solutions to benefit from the waveneadf the
magnetic waves. Majority gate shown in Fig. 4 is an examplef-of
ficient construction of logic gate exploiting spin wave nfisgence.
A large number of spin wave of same frequency can be combined
in a waveguide structure. The waves coming in-phase imeife
a constructive manner, and wave coming out of phase canckl ea
other. The phase of the output signal corresponds to therityajd
signals coming in phase. In general, Majority logic is moogver-
ful for implementing a given digital function with a smalleamber
of logic gates than CMOS [45]. For example, the full adder rnay
constructed with three majority gates and two inverters §gjneto-
electric cells and 2 modulators) [13]. In contrast, a Boolbased
implementation requires a larger circuit with seven or eggte ele-
ments (about 25-30 MOSFETS) [60].

Another advantage to be used at architecture level is thigyati
transmit and process a number of signals in one structuhe a&ame
time. Spin waves of different frequencies can be excitedans-
mitted through the spin wave bus, where each frequency casdi
as an information channel. The experimental data on theadixsi
and detection of the spin waves of different frequenciesimometer
thick ferromagnetic film were presented in [13], and an exXanop
the multi-bit processor comprising converters, modukatord mag-
netoelectric cells arranged the spin wave bus is describg8j. As
pointed out by T. Roska [49], there are some computatiorgn-al
rithms, for example, those for image processing and spesigni-
tion, that can be implemented more time efficient using waatiser
than digital signals. As mentioned above, spin waves otrffit
frequencies can simultaneously excited, transmitted andumated
in the same structure, resulting in the possibility of mbltiparallel

is encoded into the phase of the spin wave. The conversioheof processing. For example, image processing function lagpeian be

voltage signal into the spin wave phase can be accomplishéueb
microstrips. Depending on the polarity of the input sigtia initial

done efficiently with Olog V) time for any givenV x N image using
spin wave architecture, as compared with CMOS witivp[40].
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The defect tolerance of the spin wave-based devices is ddfine [2] H. B. Akkermanet al. Towards molecular electronics with
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decay time (about 1ns) for propagating spin wave at room ¢éemp analysis for QCA-based PLAt. Sym. on FPL, pages

ature. Spin wave dispersion depends on the waveguide ggomet 435-440 2007 - ) ’

the strength of the bias magnetic field, and varies for difieispin 8l G.C b, P L. i A C d'W. Porod. Simulatib

wave modes. However, in the best scenario, spin wave sigitaide [8] (.)W:F :iln énclij%ilési. atisour:%??ijg-coﬁ I;)(;onénc;mg;h:nﬂn 0

orders of magnitude slower and than the photons in silicaemr-e gomp I%Iec 4(1-2) 2%05 P :
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3.4 Summary [11] W. R. Dichtelet al. Designing bistable [2]rotaxanes for

In conclusion, the utilization of spin waves offers an aniiway molecular electronic deviceBhil. Trans. R. Soc. A,
of implementing quantum-mechanical phenomena for inftiona 365:1607-1625, 2007.
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