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ABSTRACT
Prior work on modeling interconnects has focused on opti-
mizing the wire and repeater design for trading off energy
and delay, and is largely based on low level circuit parame-
ters. Hence these models are hard to use directly to make
high level microarchitectural trade-offs in the initial explo-
ration phase of a design. In this paper, we propose IN-
TACTE, a tool that can be used by architects to get reason-
ably accurate interconnect area, delay, and power estimates
based on a few architecture level parameters for the inter-
connect such as length, width (in number of bits), frequency,
and latency for a specified technology and voltage.

The tool uses well known models of interconnect delay
and energy taking into account the wire pitch, repeater size,
and spacing for a range of voltages and technologies. It
then solves an optimization problem of finding the lowest
energy interconnect design in terms of the low level circuit
parameters, which meets the architectural constraints given
as inputs. In addition, the tool also provides the area, en-
ergy, and delay for a range of supply voltages and degrees
of pipelining, which can be used for micro-architectural ex-
ploration of a chip. The delay and energy models used by
the tool have been validated against low level circuit simu-
lations. We discuss several potential applications of the tool
and present an example of optimizing interconnect design in
the context of clustered VLIW architectures.
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1. INTRODUCTION
Emergence of multi-core architectures reinforces the trend

that distribution is the only way to scale in the current
and future technologies[1][35][13][4]. In Embedded domain,
trend towards using fine grained distribution to achieve scal-
ability has been visible for quite some time[17][19][9]. Mul-
ticore architectures take the idea of scalability by distribu-
tion even further. Though, this trend towards distributed
architectures has entered the mainstream computing only
recently, embedded chips have been using clustering and
even multiple cores (especially in DSPs powering mobile
phones[7]) for quite some time. All the major embedded
chip manufacturers are designing their next generation ar-
chitectures exclusively based on multi-core philosophy[7][1].

On-chip interconnect for communication among spatially
separate resources introduces major performance, area, and
energy bottlenecks for both fine-grained and coarse-grained
distributed architectures. It has been observed that inter-
connects can easily consume power equivalent to one core,
area equivalent to three cores, and delay that account for
over half the L2 access latency[25]. Even for non-multi-
core distributed architectures (such as clustered superscalar
and clustered VLIW), interconnects consume significantly
high energy and area and are known to be a major source
of performance bottlenecks[11]. [25] clearly demonstrates
that design trade-offs made considering the interconnect as
an independent entity can often be quite opposite to the
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design trade-offs that are optimal from power and perfor-
mance point of view. Co-designing interconnects early along
with other components when high level architectural design
trade-offs are being made is highly desirable for high level
synthesis of embedded SoCs.

In order to quantitatively evaluate different interconnect
design trade-offs, one needs a reasonably accurate and fast
model for the area, delay and power for these choices. Prior
research in interconnect modeling and analysis has mostly
dealt with specific circuit level issues [29][39][21] and is not
directly usable to make high level micro-architectural trade-
offs. For example, an architect would be interested in know-
ing what are the available trade-offs in terms of pipeline
latency and power, for a given bandwidth and interconnect
distance. This information could be used at a higher level of
design to obtain the overall optimum for the system. Sim-
ilarly, it will be very useful to know the power and perfor-
mance of the interconnect at different operating voltages and
frequencies, in order to evaluate dynamic voltage and fre-
quency scaling schemes. Hence, there is a need for a tool for
the interconnect, which can give reasonably accurate design
points and their associated area and power costs for various
architecture level constraints like bandwidth, latency etc.
Similar models are available for caches[43], register files[38]
and functional components[16]. Availability of an intercon-
nect model will be very helpful for architects to involve in-
terconnect in early design trade-offs.

This paper proposes a interconnect modeling tool to get
fast but reasonably accurate estimates of interconnect de-
lay, area, and power for a given technology, wire length,
bit-width, clock frequency and latency. The tool solves an
optimization problem of minimizing power by finding the
appropriate wire size, repeater size and repeater spacing for
varying degrees of pipelining and area. We are currently lim-
iting our work to cover point-to-point interconnects only, as
most high performance long distance interconnects will be of
this form[14]. The tool outputs a set of interconnect designs
for a cross section of area and degrees of pipelining, all of
which meet the frequency and latency constraints. In addi-
tion, for each design a set of power and performance num-
bers are also given across a range of supply voltages. These
choices enable the user to explore the micro-architecture de-
sign space for the system which includes this interconnect.

The area, delay, and power estimation for the intercon-
nect is built upon the corresponding values for the low level
component such as wires, repeaters, flops and buffers, which
are in turn obtained via accurate HSPICE[3] characteriza-
tion. However, this one time characterization is done in
advance, and hence the tool itself is fast enough to explore
many interconnect choices rapidly. Furthermore, the power
model is parameterized with respect to the activity factor
(probability of switching of any bit) and the coupling factor
(probability of relative switching between adjacent bits). An
architect can profile the target workload to get these quanti-
ties in order to further improve the accuracy with respect to
the target workload. We have also validated the estimates of
delay and power obtain by the tool with HSPICE simulation
and we found that the error is less than 15% in worst and
below 12% on average. Our tool based approach to archi-
tectural modeling of interconnect parameters is analogous
to that of CACTI[43].

The proposed tool can be used by architects in many
different ways. Since different on-chip interconnects have

different performance requirements, the tool can be used
to customize the interconnect design to meet these goals
at minimum power. The impact of different interconnect
choices with latency and power trade-offs can be evaluated
at the architectural level in concert with compiler optimiza-
tions. We present an example in this regard where we evalu-
ate the energy benefits of heterogeneous interconnects in the
context of clustered architectures using the proposed inter-
connect model. Thus, the tool enables the co-design of in-
terconnects along with other components early in the design
phase and its impact on the overall system power and perfor-
mance can be evaluated upfront. As mentioned earlier this
has become very important in new process generations[25].
The major contributions of this work are:

1. A tool which provides estimates of area and power for a
power efficient interconnect to meet target bandwidth
and latency requirements for a range of technologies.
The tool optimizes for power by finding the optimal
values of the wire widths, repeater sizes and spacings,
which can meet the target bandwidth and latency.

2. For each input requirement, the tool provides a range
of design choices with respect to area and degrees of
pipelining which can be used by the user to explore
micro-architectural trade-offs at the system level. Fur-
thermore, the tool provides estimates of power, band-
width and latency for a range of voltages, lower than
the nominal. This allows characterization of the design
for dynamic voltage and frequency scaling.

3. A detailed HSPICE validation of the tool varying dif-
ferent parameters such as length, pitch and technology
that confirms that tool has known degree of unidirec-
tional error (15% in worse and below 12% on average).

4. We illustrate two applications of the tool. In one we
find the optimum degree of pipelining of the wire which
minimizes the overall power (Section 4). In the other
application, we use the tool to optimize a heteroge-
neous interconnect design in the context of clustered
architectures (Section 5).

The rest of the paper is organized as follows. We de-
scribe the tool and its implementation in Section 2 and the
associated delay and power models in Section 3. Section 4
gives the experimental and validation results for the tool. In
Section 5, we present an example usage of the interconnect
energy model to evaluate the benefits of heterogeneous inter-
connects in the context of clustered architectures. Section 6
presents discussions on other possible uses and extensions.
Section 7 puts our work in the context of existing work fol-
lowed by our conclusions in Section 8.

2. INTACTE TOOL DESCRIPTION
The core motivation behind the tool is to fill the gap be-

tween an architect’s requirements of the interconnect and
what the circuit level interconnect models provide. Figure 1
depicts the tool, its inputs and its outputs. The tool is cur-
rently implemented in MATLAB[6] and a port to C language
is in progress. The user provides the target technology, wire
length, number bits, frequency and latency (in number of cy-
cles). There are a number of other parameters which have
default values and can be overridden by the user. The supply
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and threshold voltages are automatically derived from the
specified technology based on the PTM[8]. Activity factor
is the probability of switching of a bit and the coupling fac-
tor is probability of relative switching of two adjacent bits.
Both can be obtained by profiling the workload to override
the default value of 0.5. For long interconnect running at a
high frequency, pipelining the interconnect becomes manda-
tory. Wire length is difficult to obtain accurately during the
initial design phase. Estimates can be obtained from a prior
design or with some initial rough floor planning and models
such as Rents rule[21].

The design variables that the tool considers for the inter-
connect optimization are as follows:

1. The wire width (w) and wire spacing (s). Increasing
wire width reduces resistance and increasing wire spac-
ing reduces coupling capacitance. Both of these reduce
number of repeaters, up to a certain point. Too large
a wire width or too small a wire spacing leads to large
wire capacitance which is counter productive. Wire
width and spacing decides the overall area taken by
the interconnect which can be given as an optional con-
straint by the user or tool work in a loop back manner
for set of nominal area values.

2. Repeater Size (S) and Spacing (lr). Long wires have
to be broken up with periodic repeaters to reduce the
impact of the wire resistance. There is an optimal
repeater size and spacing for minimum delay. But
lower sizes and increased spacing can be used to re-
duce power while meeting target delay[29].

3. Degree of Pipelining (p). Long interconnects will need
intermediate flop stages in order to meet the frequency
target.

4. Supply (Vdd) and Threshold Voltage (Vth). These cir-
cuit level parameters can be used to trade off dynamic
power and leakage power of the interconnect.

Ideally the tool should find the optimal values for the
above variables which will lead to a design with minimum
power, while meeting the target performance. Unfortunately,
the optimization is very complex to solve as it is a mixed
integer nonlinear programming problem. Besides, the ana-
lytical formulas relating power and delay to all the design
variables are also quite complex. Hence we take a prag-
matic approach of a mixed analytical and search technique
for finding the optimum values.

The tool explores a limited range of areas and pipeline
depths. For any given area, the wire pitch is obtained as
the length and number of bits are known. For any pipeline
depth, the wire length in any pipeline is obtained by assum-
ing equal pipeline segments. These two calculations result
in a smaller optimization problem of finding the optimal
wire width, repeater size and spacing for a given wire pitch
and unpipelined segment, which meets the target cycle time.
This problem is solved by using the well known delay and
power models for the repeaters and the wires [29]. We are
currently using a built-in optimization function in MAT-
LAB[6] to solve this problem. In addition to considering the
activity and coupling factors for dynamic power, we have
also considered the leakage power which has been ignored
in some of the previous work[21]. We have taken care to
include the flop overheads as well as the pre-drivers after
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Figure 1: The INTACTE tool outputs a matrix of
values for different areas and degrees of pipelining.
Each matrix entry holds the power estimate as well
as the design values for the wire width, repeater size
and spacing. In addition, for each matrix entry, an
additional table is optionally generated which shows
the performance and power of that particular de-
sign for a range of supply voltages starting from the
nominal to a lower value.

the flop into the timing and power calculations for the un-
pipelined segments. The delay and power models for the
repeaters, buffers, flops and the wires have been calibrated
with HSPICE simulations of these components over four dif-
ferent technology nodes using the PTM SPICE models[8].
Once the problem for an unpipelined segment is solved, the
total power for the overall interconnect is easily obtained by
scaling it by the number of pipe segments. At this level, the
flop and clock power are also included. Thus a design which
minimizes the power for a given area, length, pipeline depth
and target frequency is obtained and this is repeated for a
set of areas and pipeline depths. Of course it is also possible
to override this iterative behavior to output the results for a
specific area and pipeline depth too. Additional information
like the breakup of power between different components is
also provided which is of interest to a micro-architect. With
emerging interest in dynamic voltage and frequency scal-
ing[23][10], it is of interest to see the performance power
trade-offs possible in the interconnect. Hence the tool addi-
tionally estimates the power and performance (delay of each
segment) for a range of supply voltages lower than the nomi-
nal value. The other design parameters like width, sizes and
spacings are kept the same as that obtained for the nominal
value. So in this respect, the power, performance numbers
are suboptimal when compared to re-optimizing the design
again for specific supply voltages. Nevertheless, these values
will be of interest to the architect to evaluate the feasibility
and opportunities of dynamic voltage and frequency scal-
ing[10]. One can still obtain optimal design values for any
other voltage, by explicitly specifying that voltage, which
will then override the default internal voltage value. Thus,
the tool allows the architect to choose the best interconnect
options that suit their requirements.

The model retains its accuracy because determination of
the delay, area, and power are carried out using low level
circuit estimation of resistance and capacitance of intercon-
nect components such as wires, repeaters, buffers, and flops
using HSPICE[3]. However, these and other technology and
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voltage dependent parameters are precomputed for different
technology nodes and voltage steps. Thus, the estimation
is still fast enough (of the order of seconds) compared to
a full blown HSPICE[3] estimation (of the order of hours)
attribute to manual work involved in determining low level
interconnect parameters. Moreover, pre-estimation of these
values for different technology nodes also makes the model
capable of providing reasonably accurate estimates for de-
lay, area and power across technologies. We will next briefly
go over the detailed models for delay and power used within
the tool.

CcRw

Rw

Rw

Cgnd

Cgnd

Cgnd

Cgnd

Cgnd

Cgnd

Figure 2: A section of an on-chip bus

   Cp+Cw/2

RwRt

Cgate +Cw/2

Figure 3: π model of the interconnect

3. MODELING THE INTERCONNECT
We consider an interconnect as a set of lines where each

line consists of number of pipelined segments. The length of
interconnect and the number of lines are given as input by
the architect. The architect can also give degree of pipelining
as an input or the optimization is performed in an iterative
manner for a set of feasible degree of pipelining. The length
of a pipelined segment is determined by the length of in-
terconnect and degree of pipelining. Each pipeline segment
is made of set of wire segments demarcated by repeaters, a
flop, and a set of buffers to drive the first repeater of the
pipeline segment. The optimization is essentially performed
for a single pipelined segment. The four optimization vari-
ables are repeater size, repeater spacing, wire width, and
wire spacing. These are varied to obtain a delay that satis-
fies the latency specified by the architect while minimizing
the power. Algorithm 1 gives an outline of the optimization
process.

In what follows, we describe how the delay and power of
interconnect is characterized in terms of delay and power
of a pipeline segment which in turn is determined by delay
and power of individual components such as wires, repeaters,
flops, and buffers. Fig. 2 shows the schematic of a set of
parallel wire segments driven by repeaters at the end. A

repeater is an inverter with equivalent capacitance (Cgate)
at the input, and a series combination of an equivalent resis-
tance (Rt) and equivalent capacitance at the output(Cp). A
wire is modeled as a R-C π section (refer Figure 2). To cal-
culate the power and delay of a wire segment and associated
repeaters, all the parasitics such as rt, cp, cgate, rw, and cw

are characterized for different technology nodes and voltages
as described in Table 1. The power and delay of flops and
buffers are calculated by characterizing these values using
HSPICE[3] (Refer Table 1 for details).

Algorithm 1 Outline of Optimization Problem

MINIMIZE:

Ptotal = BitWidth ∗ p ∗ P seg

total

WHERE:

P seg

total = P seg
wire + P seg

rep + P seg

buff + P seg

flop

P seg
wire = P seg

wire dyn

P seg
rep = P seg

rep dyn + P seg

rep leak + P seg

rep short

P seg

buffer = P seg

buffer dyn + P seg

buffer leak + P seg

buffer short

P seg

flop = P seg

flop dyn + P seg

flop leak + P seg

flop short

SUBJECT TO:

(Dtotal = p ∗ Dseg) ≤ Delay

BitWidth ∗ (w + s) <= W, w >= 4 ∗ λ, s >= 4 ∗ λ

WHERE:

Dseg = Dseg
wire + Dseg

rep + Dseg

buff + Dseg

flop

VARY:

rep size(S), rep space(lr), wire width(w), wire space(s)

3.1 Delay Characterization
Delay of a pipeline segment is calculated as sum of the

delay of wire segments, repeaters, flops and buffers. A min-
imum sized flop may not have enough drive strength to
drive a repeater at a very high speed. Therefore a series
of buffers are introduced such that each stage (including the
flop) drives a load of not more than 4 times its size. Thus the
number of buffers (Nb) is given by d(log(Sr)/log4)e where Sr

is the ratio of the repeater size to the minimum possible size
(i.e. 4*λ1) where size of ith buffer (Sizei

buff ) is 4i−1 ∗ 4 ∗ λ.
The delay equation for an interconnect having p pipelined

1λ is defined as half the feature size.
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Table 1: Symbols for Various Interconnect compo-
nents. These Components are characterized for 4
different technology nodes (90,65,45,32) and 32 dif-
ferent voltage steps differing by 15 mV
rt Output resistance of 1 µm repeater size1

cp Output capacitance of 1 µm repeater size1

cgate Input capacitance of 1 µm repeater size1

rw Resistance of 1 µm wire length2.

cw Capacitance of 1 µm wire length2.
cgnd, cc, Ground, coupling, and fringing
cf capacitance components of cw. 2

Dflop Delay of min sized (4*λ NMOS) flop1

Pflop dy Dynamic power/GHz of min sized flop1

Pflop leak Leakage power of min sized flop1

Dbuff FO4 delay of min sized inverter1

Pbuff dy Dynamic power/GHz of min sized inverter1

Pbuff leak Leakage power of min sized inverter1

segment each of length Lseg and nr repeaters (per segment)
is determined as follows :

Dtotal = p ∗ Dseg (1)

Equation 2 calculates the delay of a pipelined segment
which has four components namely delay of wire, delay of all
repeaters in segment, delay of flop at the beginning of pipe
segment, and sum of delay of all buffers required to drive
the first repeater respectively (refer Table 1. for definitions
of symbols) .

Dseg =(Rt ∗ ((Cp + Cgate) ∗ nr + Cw)+

Rw ∗ (Cgate ∗ nr + Cw/2)) + Dflop +
�

i∈(1..Nb)

Di
buff

(2)
where

Rt =rt/S, Cp = cp ∗ S, Cgate = cgate ∗ S,

Cw = cw ∗ Lseg and Rw = rw ∗ Lseg

3.2 Power Characterization
The total power is determined by multiplying power of a

pipeline segment (P seg
total) with the total number of pipelined

segments (p) and total number of wires (BitWidth). Thus
the total Interconnect power is given by Equation 3:

Ptotal = BitWidth ∗ p ∗ P seg

total (3)

Whereas the calculation of power for each pipeline seg-
ment for a given repeater size, spacing, wire width and wire
spacing is done by calculating the dynamic, leakage, and
short circuit power for each of the component as follows:

P seg

total = P seg

dy + P seg
sc + P seg

leak (4)

3.2.1 Dynamic Power
Dynamic or switching power due to switching of repeaters,

pipeline registers and its corresponding buffers, and the wires

1Spice characterized
2Calculated using PTM[8] models and ITRS parameters[5]

is given by Equation 5 where, f is the frequency of operation,
AF is activity factor4 and CF is coupling factor5

P seg

dy =(AF ∗ (Cgate + Cp) ∗ nr + Cwp) ∗ f ∗ V 2
dd+

Pflop dy ∗ f +
�

i∈(1..Nb)

(Sizei
buff ∗ P 1

buff dy ∗ f) (5)

Cwp = ((cgnd + cf ) ∗ AF + cc ∗ CF ) ∗ Lseg (6)

3.2.2 Static Power
Static power is consumed when the transistors are idle.

This is due to the finite OFF state current flowing in tran-
sistors in sub-threshold region and is given by Equation 7
where leakage current of a 1 µm repeater (Ileak) is deter-
mined using equations in [2].

P seg

leak =(Ileak ∗ S ∗ nr + Pflop leak+
�

i∈(1..Nb)

(Sizei
buff ∗ P 1

buff leak)) (7)

3.2.3 Short-circuit power
The short circuit power of repeaters (the finite duration

(tr) in which both PMOS and NMOS are on) is calculated
by equation 8 where Isc is the short circuit current of 1 µm
repeater6.

P seg
sc = Isc ∗ S ∗ Vdd ∗ tr ∗ f (8)

4. EXPERIMENTAL RESULTS
In this section, we present a small subset of results that we

obtained using the tool. These results exhibit various trends
in the interconnect energy and serve to demonstrate how ac-
curately our tool models the interconnects. The results are
presented for interconnects of different lengths modeled at
different technology nodes, with varying degree of pipelin-
ing, pitch values and operating at different frequencies. We
also present and describe validation results for different in-
terconnect configurations obtained using HSPICE[3].

Figure 4 shows the change in the power as degree of pipelin-
ing is increased for two different technology nodes (90 nm
and 65 nm) and for two different frequency values (2 Ghz
and 1 Ghz). Increasing the pipeline stages for a particular
frequency and technology first reduced the power and then
there is an increase in the power. In the left part of the
graph, power reduction due to decrease in repeater size and
number (as a result of increase in degree of pipelining) over-
whelms the power overheads due to flops and buffers. How-
ever, the situation is opposite for higher degree of pipelining
(as shown in right part of the graph) where the power over-
heads due to flops and buffers exceed the benefits because
of already small repeaters. Thus, the inflexion point corre-
sponding to the optimal degree of pipelining shifts to the
right for higher frequencies and for lower technology nodes.

4Activity factor is determined by averaging the transitions
on each line for a execution trace of a benchmark
5Coupling factor is determined by averaging the coupling be-
tween adjacent lines (depending on the direction of switch-
ing) for a execution trace of a benchmark
6The short circuit power of flops and buffers are included in
the dynamic power while characterizing these elements.
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Figure 5: Validation of Dynamic and Leakage
power for 1 µm Repeater operated at 1GHz for
Different Technology Nodes

This reinforces the need for higher degree of pipelining in in-
terconnects running at high frequencies and/or smaller tech-
nologies. The reduction in the power of interconnect for
smaller technologies is attributed to reduction of transistor
capacitance that leads to lower dynamic and short circuit
power of repeaters and flops. Figure 5 brings out this fact
more clearly by showing that the dynamic power of repeater
reduces significantly whereas leakage power of repeater in-
creases for smaller technology nodes. However, the leakage
power is a small fraction of overall power of repeater in Fig-
ure 5 or interconnect in Figure 4 because we consider a work-
load with high activity factor in these configurations. The
component wise power breakup and leakage trend in inter-
connect for different activity factors are presented in Figure
6 and Figure 7 respectively which are discussed later.

Figure 4 also shows the HSPICE simulated power esti-
mation for the 90 nm (2 GHz) interconnect to validate our
tool. We observe that the error in estimating power using
our model is 10.3% at the worst and 7.8% on an average
for this configuration. The error estimates for a 1 µm re-
peater running at 1 GHz is shown separately in Figure 5
which shows that the error in estimation of repeater power
is at most 14.6% across technologies. The important point
to note is that our model has a discreet unidirectional error.
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node running at 1 GHz.
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Figure 6 depicts component wise power breakup for 8 dif-
ferent voltage steps decreasing by 60 mV from operating
voltage (1.2 V) for three different degrees of pipelining (2
being the optimal degree of pipelining in this configuration).
It is clear from the graph that the wire power is the major
component in the overall power of interconnect and clock
power is the next top contributor. Figure 6 also shows the
recurring trend that increasing the degree of pipelining first
reduces power till optimal degree of pipelining (middle bar
in this case) and than there is an increase because of rea-
son explained earlier. The another trend depicted is the
reduction in overall power w.r.t reduction in voltage which
is quadratic in nature as shown by plot connecting the high
points of the middle bar for different voltage steps.

Figure 7 depicts the leakage power percentage of total
power for a 5 mm interconnect which is optimally pipelined
and running at 1 GHz for a range of activity factors. The
leakage power is high (20%) for smaller technologies such as
(32 nm and 45 nm) and for low activity factor as expected.
Though the fraction is not as high as in combinational cir-
cuits because as Figure 6 depicts that wire (which doesn’t
have a leakage component) makes a major fraction of inter-
connect power.
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Figure 8 shows the change in power w.r.t frequency for op-
timal degree of pipelining for two different technology nodes
(90nm and 65nm) and for two different wire pitch values
(12 ∗ λ and 16 ∗ λ). The graph clearly shows the linear
change in power w.r.t to the frequency for both the tech-
nology nodes. Increasing wire pitch within a technology de-
creases coupling capacitance which in turn reduces repeater
size and number that leads to reduction in power. Again the
power reduces in smaller technologies because of the reason
explained above. The HSPICE validated graph for 65 nm
and 16*λ shows that the maximum error is 15.45% whereas
the average error is 14.51% for varying frequency.
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Figure 8: Frequency vs. Power for optimal de-
gree of pipelining for 4 mm interconnect
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Figure 9: Pitch Vs Power for optimal degree of
pipelining for 2 mm interconnect

Figure 9 clearly brings out the trend of reduction in power
for optimal degree of pipelining with increasing wire pitch
for two different frequencies (2.5 GHz and 1.5 GHz) in two
different technology nodes (90 nm and 45 nm). The reduc-
tion in power is proportional to inverse of the pitch. As
mentioned above, increasing pitch actually reduces coupling
capacitance which in turn decreases the load on repeaters
and makes it possible to reduce repeater size and number
of repeaters. Increasing wire pitch also reduces the optimal
degree of pipelining as the signal can travel more distance
for the same time period. Reduction in the degree of opti-
mal pipeline reduces required number of flops which further
reduces power. The trend towards linear reduction in power

with reduced frequency is also visible in this graph so as the
trend towards reduction in power in smaller technologies for
the same length of interconnect. The HSPICE validation for
45 nm at 2.5 GHz shows that the maximum error is 12.8%
whereas the average error is 7.59%.

5. EXAMPLE
This section gives an example usage of INTACTE to evalu-

ate an architectural design trade-off and associated compiler
optimization in context of clustered VLIW architectures[17].
Clustered VLIW architectures resolve the scalability prob-
lem associated with centralized VLIW architectures and are
very popular in the embedded domain[36][18][20][34][15]. A
clustered VLIW architecture has more than one register file
and connects only a subset of functional units to a register
file. Groups of small computation clusters can be fully or
partially connected using either a point-to-point network or
a bus-based network. The compiler is responsible for spa-
tial and temporal scheduling of instructions in a clustered
architecture[24][31][30].

Though clustering helps to combat the scalability prob-
lem by making components simpler and thereby improving
performance and reducing energy consumption, an intercon-
nection network is required for the communication of data
values among different clusters. This communication hap-
pens over long wires having high load capacitance, which in
effect takes more time and consumes more energy[28][22].
Earlier Studies report that a very high percentage (30% to
50%) of the total processor energy consumption is attributed
to interconnects[27][40]. Clearly, clustered architectures are
attractive only if their benefits outweigh the performance
and energy penalties due to interconnections. Thus effi-
cient means of using interconnects are important for clus-
tered VLIW architectures.

Previous studies have reported that performance degrades
by 12% when the latency of communication is doubled for
a four clustered architecture, and that increasing the inter-
connection bandwidth from one to two improves the perfor-
mance by as much as 10%[24]. It has been observed that
though few of the communications are critical and delay-
ing them can have severe impact on performance, the huge
majority of communications are known to be non-critical
(attributed to data dependencies and resource constraints)
and can still happen on a slow path without affecting per-
formance. Figure 10 presents quantitative results to sub-
stantiate our arguments. This figure present the percentage
of required communication that has a slack of three cycles
(two cycles and four cycles) or more for a two cluster and
a four cluster machine having two high speed bidirectional
cross-paths between clusters. It is clear that all the bench-
marks have many communications with high slack values.
On an average, we observe that 60.88% (82.51% and 43.16%
respectively) and 65.55% (86.21% and 48.34% respectively)
of communications can sustain a latency of three cycles (two
cycles and four cycles respectively) for a set of media bench-
mark for a 2-clustered and 4-clustered machine respectively.
Thus, even though having a cross-path with inter-cluster
communication bandwidth of two is desirable from a per-
formance point of view, having both the wires optimized
for low latency is an over kill. Based on these observa-
tions, a more suitable design option for interconnect from
the point of view of an architect would be to design some
paths optimized for latency and others for energy[29]. This

244



is based on the insight that critical communication can take
place over fast but more energy-consuming wires, and the
compiler can steer other not-so-critical communication over
slower but energy-efficient wires[33][32].

Figure 10: Communication Slack for 2-Clustered
and 4-Clustered Machine

Figure 11: Communication Energy Savings for
2-Clustered and 4-Clustered Machine

Our methodology can be used to easily evaluate the po-
tential of such an architectural trade-off. Architect needs
to provide only the length, number of bits, target technol-
ogy, operating voltage and delay estimates to explore the
desired interconnect path under investigation and the pro-
posed model can be used to get a set of possible interconnect
design options to choose from. For example, an architect can
seek the benefit of using one fast 32-bit path and one slow 32-
bit path for inter-cluster communication for a 2 cluster and
4 cluster machine. Based on interconnect length estimates
of 1.4 mm, the realizable benefits of the proposed heteroge-
neous interconnect (with one 32-bit path with single cycle
latency and another 32-bit path with 3 cycle latency) over
a homogeneous interconnect (with both paths optimized for
1 cycle latency) for 2-clustered and 4-clustered architecture
in three different technology nodes (90 nm (1.2V), 65 nm
(1V), 45 nm (1V)) are plotted in figure 11. These results
are evaluated using a set of media benchmark and an energy
efficient scheduling algorithm implemented in the trimaran
compiler. The reader is referred to [33][32] for details of the
scheduling framework and a detailed analysis of benchmark
specific results. The heterogeneous interconnects give 35%
to 39% improvement in interconnect energy across different
technologies for a 2-clustered machine whereas for 4-cluster
machine the benefits are between 38% to 44%. The benefit
has slight variation across technologies. For smaller tech-
nologies, the effective cluster size and inter-cluster length
decreases that reduces the benefit to some extent (as seen
in Figure 11 in going from 90 nm to 65 nm) but at the same

time increase in leakage fraction of power causes the increase
in energy (as seen in Figure 11 in going from 65 nm to 45
nm). We also observe that the benefit increases further by
5%-8% in all technologies if wire pitch is doubled for slow
interconnect. This is one example of how our model makes
it very easy for an architect to make high level design trade-
offs without requiring a detailed knowledge of circuit level
details.

6. DISCUSSION
There have been many proposals for reducing intercon-

nect energy at the compiler level or architecture level with
an indirect evaluation based on reduction in activity or by
guesstimating based on earlier circuit level studies. Such an
evaluation is inherently limited because it does not take into
account the impact of reducing one component of power on
other or the power overheads of the optimization itself. The
proposed tool can be used to directly quantify exact benefits
of various architectural and compiler optimization for over-
all interconnect energy saving. For example, [26] reduces the
transitions to optimize energy of instruction bus evaluated
by aggregate reduction in bit transitions on the consecutive
wires. However, this ignores the leakage in various intercon-
nect components such as repeaters, flops, and buffers as well
as coupling between the wires which can potentially limit the
benefits of such an optimization. Similarly, [11] argues that
interconnects composed of wires having different delay and
power characteristics improve the overall ED2 of processor
significantly. However, evaluation is based on earlier circuit
level studies[12][29] ignoring many important components of
power such as power due to pipelining buffers.

Apart from compiler and architectural optimizations, the
proposed model is also useful for an early evaluation of a cir-
cuit level implementation of desired interconnects. For ex-
ample, for certain interconnects it might be more beneficial
to implement a logical 32 bit interconnect with eighth fast
physical lines (meeting delay constrains) and transfer data
using serialization. An early evaluation suggests that such
an implementation gives up to 25% to 35% energy benefits
for interconnects with moderate pitch values. The benefits
of serialization are even more for small pitch values. De-
tailed knowledge of energy breakup in different components
of desired interconnect based on workload parameters (such
as activity factor and coupling factor) also helps to develop
new workload based interconnect optimization techniques
such as dynamic voltage scaling, leakage energy savings,
and power gating in interconnect components. Finally, co-
designing the interconnect with micro-architectural design
of rest of the processor modules which is specifically more
important for high level synthesis and design of embedded
SoCs has been a major motivation behind the development
of INTACTE.

7. RELATED WORK
Banerjee et al., analyze the effect of changing repeater

size and spacing on the power and delay of interconnects[12].
They observe that the delay variation is very shallow near
the minimum delay point, which can be utilized to min-
imize power consumption. However, the wire width and
spacing is fixed and its impact on power is not considered
in this work. [29] considers the effects of wire dimension on
bandwidth (irrespective of power) by considering two cases
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of same wire width and spacing and minimal spacing. In
contrast, we propose a complete tool for modeling different
interconnects across technologies. INTACTE optimizes the
power by varying all the four parameters (i.e. repeater size,
repeater spacing, wire width and wire spacing) in order to
obtain minimal power for the desired interconnect. As our
results show, wire width and spacing has significant impact
on power and minimal spacing leads to comparatively higher
power consumption.

[25] presents strong evidences of interconnects being one of
major performance and power bottleneck in multi-core sys-
tems and a methodology of co-designing interconnect with
other processor components. The study is based on earlier
circuit level estimates of interconnect parameters[37][42][22].
[11] observes that different interconnects in processor have
different bandwidth and latency requirements and intercon-
nects composed of wires with different characteristics meet
the power-performance goals of a system in a much better
way. The evaluation has been performed based on guessti-
mates on circuit level study performed in[29].

The closest to our work is the work by Gupta et al.,[21].
They propose a methodology for first level power estimation
of interconnect. They take into account activity factor and
coupling factor in a similar fashion. They also propose a
wire length estimation model which is complementary to our
work. The most important limitation of their method is non-
consideration of pipelining in interconnect and its overheads
in terms of power and delay which is indispensable for global
and semi-global interconnect they target. Many important
components of power (such as leakage in repeaters and clock
power) are not modeled in their work. It is also not clear how
easy it is to obtain power estimates of desired interconnect
across technologies by using their model.

[39] considers the impact of coupling between adjacent
wires on power using a sophisticated method. The proposed
method takes into account the time difference between tran-
sitions on adjacent wires using a timescale parameter called
charge time which essentially represents the correlation time
length between two events. The proposed method relies on
layout information to be able to calculate coupling in a bet-
ter fashion. Since we propose a high level methodology for
interconnect energy modeling, in absence of detailed lay-
out information, a simple calculation of coupling as done by
profiling workload suffices to give reasonable accuracy in our
model.

Orion is a simulator proposed for delay and power mod-
eling specifically targeting off-chip interconnects[41]. The
approach used is event driven that takes into account the
events during execution to determine the power consump-
tion in various logical interconnect components such as FIFO,
arbiter, and crossbar. They lack a link model and rely on
standard published data for accounting the power of links.
However, link is an essential part of the communication and
they also recognize the need for a parameterizable model for
link power to be able to perform architectural design trade-
offs[41]. Our work complements their work by providing a
thoroughly validated model for optimizing the power of link
used to connect the logic modules.

8. CONCLUSION AND FUTURE
DIRECTIONS

In this paper, we proposed a tool that fills the gap be-
tween architect’s need and circuit level models for design of
interconnects. The tool takes architectural parameters such
as length, bit-width, latency and target technology and pro-
vides a set of interconnect options with varying degree of
area, pipelining, and power budget using pre-characterized
estimates of circuit parameters for different interconnect com-
ponents. The major motivation behind development of this
tool has been co-designing interconnect with other archi-
tectural components that is highly desirable for high level
synthesis and design of embedded SoCs. The proposed tool
is not only useful to make micro-architectural and architec-
tural trade-offs but also to evaluate various architectural and
compiler optimizations. We presented examples of quantita-
tive evaluation of some design choices using the tool such as
optimal degree of pipelining and heterogeneous interconnect
and discussed other possible usage of the tool. Currently IN-
TACTE is limited to design of point-to-point interconnects
which represent most important and major fraction of all
on-chip interconnects. In future, we are planning to extend
INTACTE for other kind of interconnects such as buses.
Porting the tool to C and making it available for the use
of general public is another direction in which we plan to
venture our efforts.
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