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ABSTRACT

The NETWORK-ON-CHIP (NOC) interconnection paradigm has
been gaining momentum thanks to its flexibility, scalability and
suitability to deep submicron technology processes. The next chal-
lenge is to use NoCs as the backbones of the upcoming generation
of 3D chips, assembled by stacking multiple silicon layers. Multi-
ple technical issues have to be tackled in this respect. One of the
foremost is the unsuitability of a purely synchronous design style,
as it is not straightforward to impose a strict bound on the clock
skew among multiple clock trees across different layers. In this
paper, we present a scheme to handle mesochronous communica-
tion in 3D NoCs and analyze (i) the circuit design, (ii) the tim-
ing properties, (iii) the requirements to support flow control across
mesochronous links, (iv) the implementation cost of such a scheme
after placement and routing.

1. INTRODUCTION

Over the years, advances in silicon technology have enabled the
integration of larger and larger amounts of processing elements
and memories into chips, increasing processing performance. This
trend is still desirable, but new technological hurdles may prevent
designers from being able to sustain the current pace of miniatur-
ization. Simultaneously, there has been a strong push towards the
mixing of functional blocks which may require a variety of process-
ing steps, such as plain CMOS, DRAM, MEMS, passive and active
analog circuitry, optoelectronic elements, chemical sensors, actua-
tors, etc.. Unfortunately, each extra manufacturing step increases
costs and decreases yield, imposing a limit on the heterogeneity of
each silicon die. Vertically stacking multiple layers of silicon is an
answer to both concerns: it represents a sustainable way of contin-
uously adding functionality by the integration of more computing
blocks, while pursuing design objectives such as ease of layer man-
ufacturing, small package sizes, minimum footprints and modular-
ity.

In planar implementations, interconnects are becoming a lim-
iting factor to achieve design closure. This is due to several is-
sues, such as the growing ratio of wire delay vs. logic delay, sig-
nal integrity concerns and stringent bandwidth requirements. At
the system level, the key challenge is configuring, optimizing and
verifying the communication architecture across many degrees of
freedom in terms of topology, architecture and interface protocols.
The NETWORK-ON-CHIP (NOC) paradigm, which brings packet-
switching networking concepts to the on-die level, has been pro-
posed [7, 5] to systematically tackle these challenges. NoCs are a
structured, predictable and scalable approach to the problem, cen-
tered around wire segmentation and point-to-point signaling.

3D manufacturing and NoCs represent clearly synergistic tech-
niques. The structured nature of NoCs ideally encapsulates the
design properties and requirements (such as heterogeneous wiring
resources and architecture, large degree of parallelism, high rout-
ing and topological complexity) of three-dimensional integration
of two-dimensional building blocks. However, the implementation
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of 3D NoCs is not completely straightforward, as testified by the
research papers on the topic that have been appearing recently [27,
8,12,9,19].

One of th]e most obvious issues is the handling of clock domains.
A completely synchronous approach to NoC design is feasible,
even at frequencies around 1 GHz, in 2D chips [1]. On the other
hand, minimizing the clock skew of a clock tree in a complex 3D
structure becomes at least a challenging task. Two of the possible
ways to implement a 3D clock tree are (i) the design of a separate
clock tree per each 2D layer, and the insertion of a single vertical
structure to which to attach all the tree roots, (ii) the design of a
single clock tree in one of the layers, and the deployment of many
vertical vias at the terminal nodes of this tree, thus distributing the
clock to all the layers. According to [21, 22], solution (ii) would be
better in terms of power and skew, but unfortunately at the price of
an impractical number of vertical vias, severely impacting the cost
and the modularity of the design (for instance, this solution does
not readily apply to the very desirable scenario where 3D chips
are assembled by stacking layers provided by different vendors and
possibly built with completely different processes). On the other
hand, solution (i) incurs major skew issues, which demand addi-
tional synchronization every time data is exchanged among lay-
ers. Since unfortunately there is no clear solution to the problem
of skew-free and modular clock distribution in 3D chips, the need
for clock synchronization at the inter-layer boundaries is well mo-
tivated.

Several possible solutions to this issue are available. Totally
asynchronous NoCs are, unfortunately, very complex to design,
validate and implement. Generic dual-clock FIFOs could be de-
ployed; however, unless they are developed in full custom fash-
ion (which implies design effort and portability drawbacks), their
high implementation cost suggests using them only where abso-
lutely needed. For example, instead of using them inside of the
NoC topology for mere synchronization among clusters of routers,
it may be wiser to instantiate them only at the edges of the NoC, e.g.
at the interface of a core which is able to perform frequency scal-
ing. To achieve functionality and flexibility at the minimum cost,
mesochronous schemes are probably the most effective. This paper
focuses on the implementation of mesochronous adapters for 3D
NoCs, with emphasis on circuit design, timing properties, flow con-
trol support, and implementation cost. It is worth remarking that
nothing prevents the proposed scheme from also being deployed in
traditional planar designs.

2. RELATED WORK

A number of technologies for 3D chip manufacturing have been
explored in recent years. In this paper we focus on wafer stack-
ing approaches, as one of the most promising avenues for the im-
plementation of high-performance yet inexpensive (multiple 3D
chips can be processed in a single pass) three-dimensional ICs.
Wafer stacking relies on Through-Silicon Vias (TSVs) [31] for ver-
tical connectivity, guaranteeing low parasitics (i.e. low latency and
power) and, if needed, extremely high densities of vertical wires
(i.e. high bandwidth). Tezzaron Semiconductor Corporation [26]
and IBM Technologies [33] are active players in this field.

NoCs have been suggested as a scalable communication fab-



ric [7, 5]. CAD tools for NoC instantiation and optimization can
be found for example in [23, 30]. The synthesis flow of NoCs has
been explored by several groups, including full custom [15] (with
actual test chips), FPGA targets [35, 34] and plain logic synthe-
sis [2].

Some research is being undertaken on 3D NoCs. For example,
in [27, 8], the authors focus on topologies (meshes, stacked meshes,
etc.) and on performance metrics. In [12], the authors propose a
dimension decomposition scheme to optimize the cost of 3D NoC
switches, and present some area and frequency figures derived from
a physical implementation. Post-silicon nano-scale 3D intercon-
nections have also been recently investigated [9], but large scale
availability of these technologies in the near future is uncertain.

A large body of research exists on asynchronous NoC design
styles. For example, the CHAIN network [3] is completely based
on clockless circuit design techniques. Other asynchronous NoC
libraries include MANGO [6] and NEXUS [18]. ANOC [4] is
based on a Quasi-Delay-Insensitive circuit design. Specific net-
work building blocks are presented for example in [29] and asyn-
chronous link design is tackled in [25].

The main goals of asynchronous NoCs have traditionally been
lower power consumption than synchronous alternatives, increased
tolerance to delay variability, and reduced electromagnetic emis-
sions [11]. Despite all the research efforts, however, the actual
physical implementations of asynchronous NoCs [32, 28] are few
and limited in complexity (few millions of gates, 0.13um technol-
ogy). This is often attributed to the current lack of fully mature
synthesis toolchains, simulation environments and testing infras-
tructures, hindering industrial implementations. Suitable compo-
nent libraries are also very difficult to build and characterize.

GLOBALLY ASYNCHRONOUS LOCALLY SYNCHRONOUS
(GALS) approaches do not disrupt as much the existing design
flows. GALS systems [13, 14, 16] attach together a number of
synchronous building blocks, and provide asynchronous facilities
for the inter-block communication. ~While some of the tool
maturity issues mentioned above still hold, the encapsulation of
mixed-clock concerns within well-defined boundaries, which can
be validated separately, provides a more conservative, and possibly
more promising, solution to the interconnection issue. Several
ways to synchronize clock domains at the boundaries exist, such as
interleaving pipeline registers, using dual-clock FIFOs, adding pro-
grammable delays [17], deploying synchronous-to-asynchronous
wrappers [13]. Although some of these solutions (for instance,
dual-clock FIFOs) are very flexible, allowing for arbitrary clock
frequencies in the sender and receiver domain, they all have one
or more drawbacks, ranging from robustness to implementation
complexity, from high latency to large area overhead. Some solu-
tions have instead been specifically tuned only for the relatively
simpler problem of mesochronous signaling, and have therefore
been focused on low complexity and ease of implementation in
existing tool flows. Two recent papers [10, 20] both suggest to
implement the boundary interface with a source-synchronous
design style, and propose some form of ping-pong buffering to
counter timing and metastability concerns. We improve on these
papers by studying such synchronizers inside of a NoC layout for
a 3D chip, and considering full duplex communication with flow
control, as discussed later.

3. REFERENCE NOC ARCHITECTURE

To make our study realistic, we integrate it on the xpipes [2]
NoC library. This NoC infrastructure is best suited for several rea-
sons. First, it provides facilities for arbitrary switch connectivity,
allowing the designer to easily deploy topologies for any kind of
3D arrangement of computing cores. Second, it already leverages
a semi-automated design flow [24] spanning from RTL description
to layout-level verification; this makes it possible for us to explore
and validate the design down to the placement and routing steps.
Third, it provides an interesting case study due to its configurabil-
ity in terms of flow control. The xpipes switches come in two rad-
ically different variants, conceived to best match two flow control
protocols (see Figure 1). The first is ACK/NACK, a retransmission-
based protocol featuring increased error resilience. The second is
STALL/GO, a simple variant of credit-based flow control allowing
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Figure 1: Block diagram of two switches, (a) with ACK/NACK
(inputs and outputs are registered), (b) STALL/GO (only inputs
are registered).

for pipelined links to be transparently deployed. In the ACK/NACK
case, output buffers need to be inserted within switches, since any
transmitted packet should be stored for potential retransmission.
This implies a hardware cost, but it also means that NoC links are
enclosed between two clocked buffers at the sending and receiving
ends. Hence, a whole clock period is available for signal propaga-
tion along the wires of the inter-switch links. In any case, the link
length and the switch logic are decoupled by the output buffer.

In contrast, in STALL/GO, low switching latency and reduced
buffer cost are the main goals. The xpipes STALL/GO switches
therefore adopt a lean architecture, where only switch inputs are
buffered. In other words, the switch logic and the link propagation
time (up to the following switch or to the first link pipeline stage)
contribute to the same timing path, which can become the bottle-
neck for the system.

4. ARCHITECTURE OF A
MESOCHRONOUS SYNCHRONIZER
FOR 3D NOCS

In this paper, we leverage the baseline architecture proposed
in [10]. This choice features substantial pros, including minimal
complexity, ease of implementation in traditional design flows, and
ability to function even during chip testing (which is typically per-
formed at a lower frequency than the target operating one). It is
important to notice, however, that the reference paper is aimed es-
pecially at handling mesochronous communication over very long
and slow links (where it provides variation tolerance and high per-
formance as additional benefits), but does not focus on short-range
mesochronous synchronization, such as the one likely to be hap-
pening across 3D NoC vertical links. Therefore, it does not provide
a sufficiently in-depth discussion about two issues that are crucial
for any such implementation:

e Timing margins, which are key to assessing circuit robust-
ness and to the tuning of the low-level details of the design,
are not studied in enough depth in a real NoC test case, there-
fore preventing the related optimizations.

e Support for bidirectional communication, i.e. for flow con-
trol, is lacking. Mesochronous signaling is useless if proper
backwards flow control cannot be issued.

Exploring and quantifying the tradeoffs required by these fea-
tures is clearly key to assessing the viability of the overall approach.

4.1 Circuit Description

The proposed scheme is based on a synchronization circuit at the
receiving end of a mesochronous link (see Figure 2 for a slightly
simplified depiction) [10]. The circuit receives as its inputs a bun-
dle of NoC wires representing a regular NoC link, carrying data
and/or flow control commands, and a copy of the clock signal of
the sender. Since the latter wire experiences the same propagation
delay as the data and flow control wires, it can be used as a strobe
signal for them.

The circuit is composed of a front-end and a back-end. The front-
end is driven by the incoming clock signal, and strobes the incom-
ing data and flow control wires onto a set of parallel latches in a



|
| data
1
! I
! [
! [
! [
1 1-bit counter 1-bit counter
|
| I-
|
] clk_sender phase clk, receiver
I detector v

Figure 2: Proposed mesochronous synchronizer circuit.
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rotating fashion, based on a counter. The back-end of the circuit
leverages the local clock, and samples data from one of the latches
in the front-end thanks to multiplexing logic which is also based
on a counter. The rationale is to temporarily store incoming infor-
mation in one of the front-end latches, using the incoming clock
wire to avoid any timing problem related to the clock phase off-
set. Once the information stored in the latch is stable, it can be
read by the target clock domain and sampled by a regular flip-flop.
The counters in the front-end and back-end are initialized upon re-
set, after observing the actual clock skew among the sender and
receiver with a phase detector [10], so as to establish a proper off-
set. This is to guarantee that information can safely settle in the
front-end latches before being sampled on the target domain clock.
The phase detector only operates upon the system reset, but given
the mesochronous nature of the link, its findings hold equally well
during normal operation; the advantage is that power consumption
in normal mode is negligible.

With respect to the baseline scheme [10], we apply several
changes, tuning the architecture to the problem at hand. One clear
feature of the 3D NoC scenario, for example, is that vertical inter-
switch links are typically short and feature extremely small propa-
gation delays, in the range of tens of picoseconds [19]. Therefore,
there is typically no need for the synchronizer to support multi-
cycle propagation delays. As a result, one of the most notable ar-
chitectural changes is the presence of only two latches, thus also
dramatically simplifying the structure of the front-end and back-
end counters to 1-bit elements. This change, which allows for large
area savings, is allowed by the timing properties discussed in the
following. Shall the need arise, more latches could still be deployed
in case of a mesochronous link spanning over a very long distance,
and requiring multiple clock cycles for signal propagation.

Figure 3 summarizes the intended configuration for a system
with two layers and two vertical links, one going upwards, one go-
ing downwards. For each such link, one main synchronizer (“RX
Synchronizer””) must be deployed to adjust the incoming informa-

tion to the new clock signal. Since few flow control wires are trav-
elling backwards, a smaller “TX Synchronizer” is also needed to
handle them. A single block, grouping the TX and RX synchro-
nizers by the same side of the vertical link, could be designed; this
would optimize the resource usage, for instance allowing to share
the phase detector. Separate synchronizers on the other hand al-
low for the instantiation of unidirectional (e.g. upwards only) links
without unneeded control logic.

4.2 Timing Margins of the Proposed Circuit

In order not to incur metastability and not to lose data within
the mesochronous synchronizer, timing constraints must be met at
two points in the circuit: (i) the front-end must latch incoming data
safely, (ii) the back-end must sample incoming data when it is sta-
ble.

To fulfill condition (i), the latches must become transparent at the
right point in time. The ideal control signal 1atch_enable to do
so would be perfectly aligned with the strobe clock clk_sender,
upon which data is designed to be sampled. Unfortunately, such
an ideal condition is impossible to reproduce. First, c1k_sender
must be conditioned by local signals in the mesochronous syn-
chronizer (namely, the output count of the front-end counter),
which introduces a delay tcond. Second, clk_sender and data
may not be perfectly in sync any more if the vertical link among
the sending switch and the mesochronous synchronizer is not
ideal, e.g. if the wires/vertical vias carrying clk_sender are
slower than those carrying data by t,outingskew. This means that
latch_enable has a worst-case offset, with respect to the ideal
edge on which data should be sampled, of tcong + troutingskews;
this is an advance if t,outingskew 1S Negative and larger than tcong
(clk_sender wires much faster than data wires), and a delay
otherwise.

On the other hand, the good news is that data is not sup-
posed to be switching extremely close in time to the clock edges of
clk_sender. Even if data were to be the direct output of regis-
ters in the sending switch, it would still take the propagation time
of a flip flop before any transition could be noticed. In practice, it is
likely that output buffers in the sending switch may also have some
additional logic downstream of such registers, such as multiplexers
to select the output of one of multiple buffer locations. Similarly,
the data propagation delay must be designed to allow for at least
a flip-flop setup time before the following clock edge, and probably
a bit more to account for a bit of extra logic at the receiving buffer,
such as multiplexers again. In general, the minimum transition de-
lay of data after the previous clock edge of c1k_sender can be
called t44t¢a,,,, - and the maximum can be called taata,, o, -

In order to generate as robust a circuit as possible, we propose
the circuit of Figure 4 to generate 1atch_enable; example wave-
forms are in Figure 5. This circuit is an improvement with respect
to [10]. Since two latches are enough to implement the front-end
(see below), the counter is 1-bit, and therefore a single flip-flop,
while the logic to check the counter output against a fixed value
becomes a single XOR. The circuit evaluates the counter output
count on the positive edges of clk_sender, but only asserts
latch_enable when clk_sender goes low, i.e. half a clock
cycle later. This shortens the critical path among clk_sender
edges and latch_enable edges, i.e. tcond, to the delay of a sin-
gle NOR gate, irrespective of the delay of the counter and compar-
ison logic - as long as these fit within a clock semiperiod, which is
trivial. With this arrangement, the latches in the front-end are only
transparent for one clock semiperiod every two clock periods. The
conditions for correct functionality can then be summarized as:

teond + troutingskew + tiatchhold < t(iatamin (1)

tclk + tcond + troutingskew > tdatamax + tlatchsetup (2)
le

tuaunter + 2tcornp < 2”€ (3)

Equation 1 expresses the fact that 1atch_enable should come
early enough not to let the following piece of data slip in the front-
end latch by mistake. Equation 2 ensures that latch_enable
comes late enough to actually let data settle down before latch-
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ing it in the front-end. Finally, Equation 3 ensures that the critical
path for the generation of latch_enable is indeed determined
by the edges of clk_sender plus a NOR delay. Experimental
results validating that these equations are actually holding will be
presented in Section 5.2.

Condition (ii) is easy to fulfill given a proper initialization of the
counters at reset. Itis a degree of freedom whether to have the back-
end sample data from the upper latch at “even” clock edges and the
lower latch at “odd” clock edges, or vice versa, based on the ini-
tial value imposed to the back-end counter during reset. Since the
latches in the front-end are transparent one semiperiod every two
periods, and opaque (frozen) for the remaining three semiperiods,
it is always possible to choose a counter setup where the sampling
clock edge in the back-end captures the output of the latches in a
stable condition, even accounting for a large timing margin to neu-
tralize jitter. Please note that this discussion also proves that no
more than two latches in parallel are needed in the front-end, at
least as long as the link propagation time remains shorter than a
single clock period.

4.3 Adding Support for Backwards Flow Con-

trol

A key open issue to understanding whether the circuit can be
used to implement a useful link for a 3D NoC is to check the over-
head it mandates for a design with flow control. In fact, a unidi-
rectional mesochronous link is relatively straightforward to design;
once bidirectional communication must be taken into account, the
implementation details and the related resource overhead become
crucial. We see two properties that the system must feature to de-
fine a proper implementation of flow control over mesochronous
links: (i) the system must never incur data loss or corruption, (ii) if
the receiver is not busy for independent reasons (such as contention
for the same switch output port), the system must be able to sustain
a transfer bandwidth of one flit per clock cycle.

The solution to be applied depends on the flow control deployed
in the platform, but is anyway based on the main observation that
the maximum added time to convey flow control signals across a
vertical link, and to resynchronize them, is in any case less than two
clock cycles. Based on this information, the following solutions

Figure 6: ACK/NACK modified switch block diagram. The
port upstream of the vertical link has a deeper output buffer.

can be envisioned.

4.3.1 Backwards Flow Control in ACK/NACK

In the ACK/NACK flow control, in absence of flow control in-
formation heading back (either ACKs or NACKSs), the sender “opti-
mistically” pushes flits out. Since a copy of each flit must be stored
locally, the maximum number of outstanding flits is as many as the
output buffer can hold. When flow control information is eventu-
ally received, in case of NACKs, old flits are resent; if, on the other
hand, it is an ACK which makes its way back to the sender, an old
flit can be discarded from the output buffer, and a new one can be
stored and sent.

Strictly speaking, the ACK/NACK flow control protocol does not
require any corrective action to handle the timing changes intro-
duced by a mesochronous synchronizer. The synchronizer merely
delays the reception of flow control signals; this introduces no crit-
ical change in behaviour, and data safety is still guaranteed. How-
ever, changes need to be performed to support maximum bandwidth
over the mesochronous link. The added latency of two clock cycles
on each way (forwards and backwards) means that flits will reach
their destination two cycles later, and ACKs will bounce back four
cycles later than normal. To cope with this condition, output buffers
in the sender need to be extended by four entries, e.g. from four (the
minimum buffer depth to support maximum throughput in normal
circumstances) to eight. This does not require any architectural
change; a parameter adjustment in the output buffer is sufficient. A
block diagram of the modified ACK/NACK switch is presented in
Figure 6. The area cost related to this change will be presented in
Section 5.3. No changes are required to the receiving switch, at the
other side of the vertical link, unless a link in the opposite direction
is also desired.

4.3.2  Backwards Flow Control in STALL/GO

In STALL/GO, flits are sent only as long as the STALL feed-
back wire is deasserted. This has two implications, which are the
opposite of the ones for the ACK/NACK case. On the one hand,
if STALLSs are never injected by the receiver, the sender never re-
ceives them, and full transmission bandwidth can always be sus-
tained; no circuit change is needed to meet this criterion. On the
other hand, data safety is critical. STALLs are the only way the
receiver can withhold the flow of flits from the sender in case they
cannot be processed (such as in case of lost arbitration for a switch
output port). If STALLs cannot reach the sender in time, namely
within one clock cycle, flits leaving the sender while the receiver is
busy simply get lost.

To cope with this situation, we extend regular input buffers by
two entries (from two, which is the minimum to provide full band-
width, to four) and change their control logic. Instead of raising the
STALL wire when the buffer is actually full, we raise it when two
locations are still available. This approach is conservative; for ex-
ample, a 4-deep STALL/GO buffer could in principle operate for-
ever and at full bandwidth with three or four of its locations full,
provided that, at each clock cycle, a flit can be extracted to make
room for a new incoming one. However, if the same buffer were
to be this full and were to experience further downstream conges-
tion, there would simply be no way to notify the sender in time and
to store the flits in flight anywhere. Thus, we choose instead to
raise STALLSs in advance, so that, by the time the sender is notified
of the congestion, at most two flits are in flight, and they can still



Figure 7: STALL/GO modified switch block diagram. The port
downstream of the vertical link has a deeper input buffer and
modified control logic.

(b) lower layer

Figure 8: Layout of a 3D chip stack with a mesochronous NoC
link. Bundles of 7x7 vias are laid among the layers, support-
ing 32-bit links plus flow control connections, and leaving some
spare vias.

be stored. A block diagram of the modified STALL/GO switch is
presented in Figure 7. The area cost related to this change will be
presented in Section 5.3. No changes are required to the sending
switch, at the other side of the vertical link, unless a link in the
opposite direction is also desired.

S. IMPLEMENTATION AND EXPERI-
MENTAL RESULTS

5.1 Example Layout of Mesochronous Link
Implementation

We synthesize the proposed circuit with the UMC 0.13m tech-
nology library and insert it into a 3D chip stack floorplan, then
perform routing. Figure 8 summarizes the result. It is possible to
see the layout of the upper and lower layers, each featuring a switch
and two NIs. Two obstructions model the vertical vias (one “Up”
link and one “Down”) interconnecting the layers. The RX and TX
synchronizers are wrapped around the via bases, and are swapped
among the layers. This layout is found to be very area-efficient.

5.2 Timing Properties of the Mesochronous
Synchronizer Front-End
In Section 4.2, a set of conditions to be fulfilled for proper opera-
tion have been presented. Our experiments on a post-routing netlist
show the following:

e Equation 1 is easily fulfilled. Thanks to our optimized de-
sign (Section 4.2), we measure tconq values of about 60ps.
The propagation time skew among different wires of a NoC
link is very low, typically yielding a t,outingskew below
20ps. The typical latch hold time t;4tchhota s roughly 60ps.

On the other hand, for our NoC, we measure a tdata,,;,
of about 370ps, irrespective of whether the flow control is
ACK/NACK or STALL/GO. The constraint is therefore ful-
filled. (Please note that t44ta,,,,, NOWever, is dependent on
the chosen flow control due to the reasons explained in Sec-
tion 3, and can be of up to 900ps, imposing an operating
frequency of 1G H z at most).

e Equation 2 poses no issue. This is because the condi-
tion teir > tdatames T tlatchsetup 1S automatically met
by any fully synchronous circuit. On the other hand, the
term tcond + troutingskew, Which appears because of the
mesochronous synchronizer logic, never becomes negative
in any of our test layouts. In other words, the propagation
time difference among data and clk_sender is normally
negligible, and in no case clk_sender is so much faster
than data so as to more than offset t..,q (also see the bul-
let above). Therefore Equation 2 is always verified in our
tests. Please note that, even in case of a violation of this
condition, the circuit could still be made to work safely by
slightly increasing t.x, i.e. slightly decreasing the operating
frequency.

e Equation 3 is fulfilled by a very large margin. The typi-
cal clock period of our reference NoC is larger than 1ns
in 0.13um technology, yielding a semiperiod of at least
500ps. Given the simplicity of the counter and compara-
tor logic for a front-end with just two latches, we observe
teounter + tecomp times of less than 200ps, well within the
desired range.

Given these results, the proposed architecture proves robust un-
der all circumstances.

5.3 Silicon Cost of Proposed Synchronizer and
Related Flow Control Adjustments

Figure 9 summarizes the area overhead for the implementation
of the proposed mesochronous synchronizer. The numbers re-
fer to a post-routing circuit model. The “Synchronous” baseline
comprises the area of two 32-bit 5x5 switches, with the mini-
mum buffering required for sustaining maximum throughput un-
der no congestion, and that of the vertical obstruction required for
a unidirectional vertical link (counted twice: once per chip layer).
The “Mesochronous” figures add the area overhead for supporting
mesochronous clocking over such a link, namely, the buffer depth
increase in one of the switches and the two TX and RX Synchro-
nizers. It is possible to notice that the synchronizers themselves
feature minimal overhead, thanks to the drastic simplification in
logic allowed by the implementation of 2-latch front-ends. The RX
Synchronizer is about five times larger than the TX Synchronizer,
since it must handle many more wires. The largest area overhead
for mesochronous clocking support is within the switches them-
selves, and, as expected, is mostly accounted for in the sequen-
tial area budget. ACK/NACK incurs a much larger penalty than
STALL/GO, since four extra buffers have to be deployed instead
of just two. Overall, the global area overhead is about 13% of the
baseline configuration for STALL/GO and about 40% of the base-
line configuration for ACK/NACK. Especially in the STALL/GO
scenario, the area cost is minimum and the implementation seems
to be clearly affordable.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we have shown a detailed implementation of a
mesochronous synchronizer for usage in a three-dimensional chip
with a NoC backbone. In this context, since completely syn-
chronous designs are hard or impossible to achieve, such a de-
vice is key to correct functionality. Starting from a baseline circuit
scheme, we have customized it, verified its timing properties, added
flow control facilities on top of the basic circuit, and assessed the
area overhead of the whole. Key advantages of the baseline circuit
have been kept, such as simplicity and ability to operate correctly
even during chip test at a low frequency. The experimental results
show that the proposed scheme is robust and that its area cost is
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Figure 9: Area cost to implement mesochronous synchroniza-
tion, (a) with ACK/NACK, (b) with STALL/GO.

minimal, proving the viability of this architecture for 3D chip im-
plementations based on NoCs.

Future work to be performed includes more detailed compar-
isons against alternative schemes and against full synchronizers,
such as dual clock FIFOs. Power overhead does not seem to be a
concern given the simplicity of the circuit and the short length of
the vertical vias to be traversed, but its quantification is nonetheless
scheduled as future work.
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