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Abstract
Single-electron devices have drawn much attention in the last two

decades. They have been widely used for device research and also
show promise as a potential alternative to complementary metal-oxide-
semiconductor circuits due to their ultra low power dissipation. Three
techniques have been used for single-electron device modeling in the
past, including Monte Carlo simulation, master equation, and SPICE
modeling. Among these, Monte Carlo method provides accuracy,
but lacks the time efficiency required for large scale simulation. In
this work, we introduce an adaptive multi-scale approach to single-
electron device simulation using Monte Carlo method as basis, which
significantly improves time efficiency while maintaining accuracy. We
have shown it is possible to reduce simulation time up to 40 times
and maintain an average error of 3.3% compared to non-adaptive
Monte Carlo method. Going beyond simplistic approximations, we have
modeled important secondary effects including cotunneling and Cooper
pair tunneling, which are critical for device research.

I. Introduction

The current through single-electron devices is governed by the
Coulomb blockade effect. At low bias voltages and especially at
low temperatures, these devices can enter a Coulomb blockade
region, where the tunneling of electrons is suppressed, giving
them unique properties, for instance, a periodic current-voltage
relationship. Metallic single-electron devices, such as a metallic
single-electron transistor (SET) (shown in Fig. 1), can become
superconducting at sufficiently low temperatures (SSET), and
exhibit additional interesting and useful effects, such as Joseph-
son quasi-particle (JQP) peaks.

At the device level, SETs are attractive because of their sen-
sitivity and unique current-voltage characteristics. Applications
include the readout of quantum computers [1], measurement
of nanometre-scale movement [2], and Coulomb blockade ther-
mometers [3]. On a large scale (i.e., circuit design level), as
projected by International Technology Roadmap for Semicon-
ductors, SETs can potentially achieve the lowest projected en-
ergy per switching event of any known computation technology
(1� 10�18 J) [4]. Therefore, SETs have a possibility of solving
the power consumption challenge of mainstream complemen-
tary metal-oxide-semiconductor (CMOS) circuits. The types of
single-electron devices that could find use in large scale circuitry
include single-electron flip-flops and electron traps for memory
[5], [6], and single-electron transistors for logic [7]–[9].

To characterize single-electron device and circuit behaviour,
models and simulators are required. Previously, three methods
have been used, which include SPICE approach, master equation
(ME) approach, and Monte Carlo (MC) approach. Among the
three simulation methods, SPICE is the most time efficient.
However, existing SPICE models cannot model secondary ef-
fects and do not take into account device coupling [10]. Another
disadvantage of SPICE is that only devices which have available
models can be simulated, meaning that each new type of single-
electron device will require a new model. For the ME approach,
the probabilities that a circuit will take on a certain charge
distribution are solved. The major disadvantage of this method is
that the relevant states must be known before simulation, which
is not always possible for large circuits since single-electron
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Fig. 1. a) Circuit schematic of a single-electron transistor (SET) showing
several different tunneling scenarios that can occur in SETs. b) SEMSIM
simulation results at T = 5K for various gate voltages of a SET withR1 = R2 = 1M
, C1 = C2 = 1aF, Cg = 3aF, and a symmetric bias.
The Coulomb blockade region can be seen as the suppression of current nearVds = 0V . c) SEMSIM simulation results at T = 50mK for various gate
voltages of a superconducting SET (SSET) with the same parameters as the non-
superconducting SET with �(0K) = 0:2meV and T = 1:2K. The suppressed
current region is enlarged due to the superconducting gap, �.

device circuits can potentially occupy an infinite number of
states. In MC based simulators, electron tunnel events are
simulated to emulate the actual behaviour of electrons. Although
this accurately captures the behaviour of electron transport, it
requires long simulation times due to the detailed emulation of
electron tunneling events.

In this work, our goal is to develop an accurate and efficient
single-electron device simulator that can be used for both device
research and large scale circuit design. To guarantee modeling
accuracy required by device research, we choose MC method
as the basis of our simulator and implement detailed secondary
effects that include cotunneling and Cooper pair tunneling.
The main challenge for developing a simulator targeting large
scale circuits using the MC method is time efficiency. We
propose an adaptive algorithm, which reduces simulation time
significantly by reducing the number of calculations that are
carried out after each tunneling event. Using this method, only
the dynamic information, which has changed significantly, is
updated selectively. This approach allows the investigation of
circuit level behaviour in a feasible amount of time, which is
not true for conventional MC single-electron device simulators,
such as MOSES [8]. The developed adaptive multi-scale single-
electron device simulator, called SEMSIM, is ready for public
release for free academic and personal use.

II. Background

In this section we discuss background information associated
with the single-electron effects modeled by SEMSIM. These ef-
fects include single-electron tunneling [11] and cotunneling [12]
for non-superconducting devices, and Josephson quasi-particle
peaks (JQP) [13], double Josephson quasi-particle peaks (DJQP)
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[13], and singularity matching features [14] for superconducting
devices.
Single-electron tunneling: Single-electron devices are com-
prised of conducting (or semiconducting) regions called “is-
lands” separated from leads or other islands by insulating tunnel
barriers. These barriers are made sufficiently thin to allow
electrons to tunnel through them, which ultimately leads to
current flow.

When an island is connected to two leads separated by tunnel
junctions, which is the case for SETs, the required energy
to add (or remove) an electron from the island is e2=2C�,
where C� is the capacitance of the island. If this capacitance
is sufficiently small, this charging energy can be much greater
than the available thermal energy, kBT . At bias voltages below
a certain threshold, this leads to the suppression of electron
tunneling. The suppression of current in the region where the
bias voltage is below this threshold, is known as Coulomb
blockade. Varying the potential on a third (or gate) terminal,
which is capacitively coupled to the island, shifts the energy
levels of the island, which in turn reduces or raises the threshold
voltage. The threshold voltage dependence on gate voltage is a
periodic function with period e=Cg.
Cotunneling:While a single-electron device is operating in the
Coulomb blockade region, the tunneling of electrons to and from
the island is suppressed, but the tunneling of electrons through
multiple junctions is possible [12]. In this case, electrons travel
through several junctions at once, instead of travelling through
a single junction sequentially, and hence can avoid the cost
in energy of charging the island. These “cotunneling” events
become noticeable when operating in Coulomb blockade regions
at low temperatures, providing non-zero current in these regions.

Cotunneling may be divided into elastic and inelastic events.
For elastic cotunneling, the same electron travels through several
junctions. For inelastic cotunneling, separate electrons tunnel
through the junctions in a very short period of time, leaving
electron-hole excitations in the intermediate islands. Since elas-
tic cotunneling events are typically negligible (except at very
low voltages and temperatures or the number of states on the
islands are small) compared to inelastic events [5, 12], they are
ignored in this work.
Superconductors: Superconducting materials exhibit certain
properties below a material dependent critical temperature T.
The most important property of these materials is that when
they are cooled below T, a material dependant temperature,
their resistance completely vanishes. This is due to the gap of2� in their density of states. This gap is temperature dependent
and decreases with increasing temperature up to T, where the
gap is no longer in existence [15].

In superconductors, electrons from this gap near the Fermi
level are bound in Cooper pairs, which travel without dissipa-
tion. The electrons travel in pairs due to their interaction with
the material lattice. A simplistic explanation of this phenomenon
is that traveling electrons attract the positively charged lattice
atoms. The attracted wave of positively charged lattice atoms
then attracts an electron in the vacinity. These electrons travel
as pairs called Cooper pairs. As one travels, the other one
follows due to lattice attractions. Thermal energy can break
up these pairs into quasi-particles: single particle electron-like
excitations.

In superconducting single-electron devices where all leads
and islands are in the superconducting state, electrons can
travel alone, as quasi-particles, or in pairs, as Cooper pairs.
Quasi-particle tunneling is similar to single electron tunneling
in the non-superconducting state except that the reduced current
region for quasi-particles is extended due to the superconducting
gap, �. Cooper pair tunneling, together with quasi-particle
tunneling can lead to resonant current peaks below the gap.
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Fig. 2. JQP and DJQP cycle summary

These resonances are known as the Josephson quasi-particle
(JQP) and double Josephson quasi-particle (DJQP) resonances.
Josephson quasi-particle peaks: Josephson quasi-particle
peaks in SSETs occur at low bias voltages when the change
in energy of the system for a Cooper pair tunneling event is
approximately zero. After a Cooper pair tunnels to (or from)
the island, either another Cooper pair can tunnel to return the
island to its initial state, making the net current zero, or a quasi-
particle can tunnel from (or to) the island to bring the system
closer to its original state. If a quasi-particle tunnels after a
Cooper pair does, then another quasi-particle tunnels from (or
to) the island to return it to its original state. This process can
happen repeatedly causing peaks in the current. The process
is summarized in Fig. 2. Either a Cooper pair tunnels through
junction ’A’ and is followed by two quasi-particle tunneling
events through junction ’B’ [13], or the reverse.
Double Josephson quasi-particle peaks: Double Josephson
quasi-particle processes are similar to JQP processes except
that a Cooper pair tunneling event always follows a quasi-
particle tunneling event (see Fig. 2). In this process, a Cooper
pair tunnels through junction ’A’, followed by a quasi-particle
tunneling through junction ’B’, followed by a Cooper pair
tunneling through junction ’B’,which is then followed by a
quasi-particle tunneling through junction ’A’. The cycle then
restarts, leading to resonant current peaks [13, 16]. Both of
these effects are significant in superconducting devices because
they enable significant current flow in regions that would be in
the Coulomb blockade state if only single-particle effects were
considered.
Singularity matching: Another interesting feature in low volt-
age biased SSETs is the appearance of peaks in the current
due to singularity matching at finite temperatures (0 < T < T)
[14]. These peaks appear when thermally excited quasi-particles
in the singular density of states just above the superconducting
gap line up with empty states on the other side of one of the
tunnel junctions. At lower temperatures, these sub-gap peaks
aren’t visible since there are few excited quasi-particles. For a
more complete description of singularity matching peaks, see
[14, 17].

Other effects that appear in SSETs include parity effects [18],
Andreev reflection [19], simultaneous tunneling of Cooper pair
and quasiparticle tunneling (3e tunneling) [20], quasiparticle
cotunneling [21, 22], and supercurrent [23]. These effects are
neglected in this simulator since their impact is only significant
for a small range of parameters.

III. Simulator

In this section, we present SEMSIM, the proposed adaptive
multi-scale simulator for single-electron devices.

III-A. Modeling

The assumptions of the single-electron tunneling model used
in our simulator are based on the orthodox theory [11]. The
tunneling rate of an electron through a junction is the probability
per unit time that an electron will tunnel across it. The tunneling
rate of an electron through a single junction follows [5, 11]:



�(�W ) = I(�W=e)e[exp�W=(kBT )�1℄ (1)

Where �W is the change in free energy from after and before
the tunneling event; kB is Boltzmann’s constant; T is the
absolute temperature; and for the non-superconducting caseI(�W=e) is assumed to have the form (�W=e)=R, where R is
the resistance of the junction being tunneled through. Assuming
that nodes i and f are both islands, the change in free energy
for an electron to tunnel from i to f is [5]:�W = �e(vf � vi) + (C�1ii � 2C�1if + C�1ff )e2=2 (2)

Where vi and vf are the initial voltages on nodes i and f ; andC�1 is the n by n inverse capacitance matrix, which contains
information on the coupling between nodes, where n is the
number of islands.

While the orthodox theory ignores coherent simultaneous
tunneling events [11], SEMSIM includes such events up to the
second order. The cotunneling rates are calculated using the
coexistence principle and associated cotunneling equations and
assumptions presented by Fonseca et al. [24].

In the superconducting state, I(�W=e) in Equation 1 is the
quasi-particle tunneling I-V function [12] given by [15]:Iqp = Gnne Z 1�1 Ns1(E)N1(0) Ns2(E + eV )N2(0) [f(E)�f(E+eV )℄dE

(3)
Where Gnn is the normal state conductance (1=R),Ns1;2(E; T )=N1;2(0) are the BCS reduced densities of states
of the superconducting metal on nodes 1 and 2 respectively,
and f(x) is the Fermi function. The reduced densities of states
are given by:Ns1;2(E; T )N1;2(0) = jEjqE2 ��21;2(T )�[jEj ��1;2(T )℄ (4)�[x℄ = n 1 if x > 00 otherwise

Where �(T ) is the temperature dependent superconducting
energy gap.

Cooper pair tunneling is modeled for the regime of high
resistance junctions. In this regime, RN � RQ, where RN is
the normal state resistance of the junction and RQ = h=4e2 '6:5k
. Another assumption is that EJ � E, where E is
the charging energy (= e2=2C� for a SSET) and EJ is the
Josephson energy [25].

With the inclusion of the superconducting effects mentioned,
SEMSIM can simulate certain current-voltage properties wit-
nessed in SSETs, such as resonant Josephson quasi-particle
(JQP) peaks [13], double Josephson quasi-particle (DJQP) peaks
[13], and singularity matching features [17].

III-B. Algorithm

In this section, a brief overview of the proposed simulator is
given, followed by a detailed explanation of SEMSIM’s process
flow, which is shown in Fig. 3.

SEMSIM uses a Monte Carlo based method to simulate
single-electron device circuits, which includes known secondary
effects. The proposed adaptive algorithm reduces the amount
of calculations required for each iteration of the Monte Carlo
solver, thus making the simulator more efficient at the expense
of accuracy.

Circuit information is passed to SEMSIM via an input file
containing all the necessary information, which includes com-
ponent values and simulation time. Once the circuit components
have been characterized by the simulator, the Monte Carlo
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Fig. 3. Flow of the Monte Carlo method used in SEMSIM

Example Input File 1: Single-electron transistor
#SET component definitions
junc 1 1 4 1e-6 1e-18
junc 2 2 4 1e-6 1e-18
cap 3 4 3e-18
charge 4 0.0

#Input source information
vdc 1 0.02
vdc 2 -0.02
vdc 3 0.0
symm 1

#Overall node information
num j 2
num ext 3
num nodes 4

#Simulation specific information
temp 5
cotunnel
record 1 2 2
jumps 100000 1
sweep 2 0.02 0.00005

process begins. In this process, one tunnel event is simulated
each iteration. In a typical simulation, many tunnel events are
simulated to emulate circuit behaviour. At the beginning of
each iteration, an adaptive solver is used to calculate the circuit
node potentials and single-electron tunnel rate information. If
secondary effects are included, or the circuit is superconducting,
a non-adaptive solver is used to calculate the tunnel rate
information specific to these effects. The tunnel rate information
is then used by the event solver to choose a specific tunneling
event each iteration. Once the desired simulation time has been
reached, or the number of requested tunnel events has been
satisfied, the simulation is complete and the results are stored
in a file.

Input circuit interpretation: SEMSIM supports a SPICE-
like input format to ease device-level and large-scale cir-
cuit simulation. Circuits can contain superconducting or non-
superconducting elements, but not both. User can specify the
simulation parameters, such as the secondary effects being
considered, and output methods. As an example, the input file to
generate the results seen in Fig. 1 for the non-superconducting
SET is presented in Example Input File 1. SEMSIM is also
equipped with a parser which supports logic representation of
circuit netlist, such as NAND and NOR network, allowing
circuit designers to describe large-scale circuits.

Monte Carlo solver: The Monte Carlo process begins after the
required circuit parameters have been extracted from the circuit
information. The simulator then proceeds into an interative
process, where a tunnel event is simulated each iteration, until
the desired simulation time is met or the desired amount of
tunnel events is satisfied. In typical simulations, many tunnel
events are simulated to emulate circuit behaviour.

To emulate tunnel events, the tunneling rates of all possible
tunnel events are calculated each iteration. Since the tunnel rate
calculation is the most computationally expensive part of the
simulation [5], in this work we propose an adaptive solver,
which is used to update dynamic node potentials and tunnel
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rates. The tunnel rates are calculated by either an adaptive solver
for single-electron tunnel events, or a non-adaptive solver for
secondary or superconducting effects, if they are included. In
each iteration, the event solver calculates the time between tun-
nel events and selects a particular tunnel event randomly, using
the tunneling rate probabilities as a probability distribution.
Non-adaptive solver: Similar to conventional MC single-
electron device solvers, the non-adaptive solver updates the
potential of every single node and recalculates the tunneling
rate of every junction at each iteration. This solver is used
to calculate secondary or superconducting effects due to the
complexity required for them to be solved using an adaptive
method while maintaining accuracy. The equations used to cal-
culate effect specific tunneling rates are those given in Section
III-A. Since each tunneling rate equation requires the change
in free energy for that tunnel event to be known, the change in
free energy (Equation 2) must be calculated at least once per
tunnel rate calculation (the cotunneling rate equation requires
several energy values to be known).
Adaptive solver: In a non-adaptive MC single-electron device
approach, the computation of the tunneling rates is the most time
consuming part of the simulation [5]. To reduce the amount of
tunnel rate calculations per loop, we devised a method to only
update the tunnel rates and node potentials which have changed
significantly after an electron jump or a significant change in
the input voltage.

Algorithm 1 Adaptive analysis

1: if electron tunnel event occurred or AC signal(s) present then
2: for each junction where a tunnel event occurred, in contact with

AC input(s), and neighbour to be tested do
3: Compute potential change for nodes n1 and n2 surrounding

junction i
4: b(i) = b0(i) + �Pn1 ��Pn2
5: if (jb(i)j � �j�W 0fwj) or (jb(i)j � �j�W 0bwj) then
6: Flag junction i for tunneling rate recalculation.
7: if junction i has not been visited this iteration then
8: Go to 2 to test junction i’s neighbours
9: end if

10: end if
11: end for
12: end if
13: Compute tunneling rates for flagged junctions.

To determine whether or not the tunnel rate will change
significantly after a tunneling event, the change in free energy

due to a tunnel event (�W in Equation 1) is used, since it is
the only dynamic parameter of the tunneling rate equation. For�W to vary, either the electron distribution of the circuit or the
input voltages must change. These occurrences will only have
a significant impact on �W if the junction nodes are tightly
coupled to where the event took place. The adaptive algorithm
is described below.

The adaptive algorithm is shown in Algorithm 1. After each
tunnel event or change in input potential, the junctions nearest
to the tunneling event and/or AC input(s) are each tested. The
potential change across junction i, currently being tested, is
calculated, where n1 and n2 are the nodes in contact with
the junction, and �Pn1 and �Pn2 are the potential changes
on nodes n1 and n2, respectively. The testing factor b(i) is
computed using the potential change across the junction and the
accumulated testing factor, b0(i), which has been accumulating
since the last time this junction’s tunneling rate was calculated.
If the testing factor is larger than either the threshold value �
times the change in free energy of an electron tunneling forward
or backward from the last time this junction’s tunneling rate

was computed, denoted by �W 0fw and �W 0bw respectively,
this junction’s tunneling rate must be recalculated and its
neighbouring junctions must be put through the same testing
process. Once all the junctions that require their tunneling rates
recalculated have been found, the rates are computed and the
Monte Carlo process continues.

Since the error of calculating the tunneling rates in this
method is cumulative (accumulates every loop), all junction
tunneling rates are recalculated periodically to assure the rates
remain within a certain error range. Using this adaptive method,
the number of tunneling rate calculations can be reduced
significantly leading to time efficient MC simulations while
maintaining accuracy.

To illustrate how the adaptive method works on a typical
circuit, an example is shown in Fig. 4. Initially, the circuit in
b) has a certain electronic configuration with a given amount
of electrons on each island. Each junction has an associated
tunneling rate for the current electronic configuration, which is
shown in grayscale in a), where darker shades refer to higher
tunneling rates. In the example, a tunnel event through junction
2 is chosen randomly. After the tunnel event, the potentials
on the nodes where the electron tunneled to and from will
change. The potentials on surrounding nodes will also slightly
change due to the coupling between nodes. When the node
potentials surrounding a junction change, the tunneling rate will
also change (see Equation 2). In the non-adaptive method, all
the junctions in the circuit would have their tunneling rates
recalculated. In the adaptive method, however, only junctions 1
through 4 would have their tunneling rates recalculated since the
change in node potentials surrounding all other junctions would
have only increased by an insignificant amount after the tunnel
event due to the large capacitance of the metal wire that connects
the circuit stages, C1. Although in the example above it was
assumed that C1 was sufficiently large to isolate the potential
change due to a tunnel event, the adaptive algorithm determines
which tunnel rates and node potentials require updating based
on the actual circuit coupling values. If the devices and/or circuit
stages cannot be considered isolated due to high coupling, they
will not be treated as such.
Event solver: In Monte Carlo simulations, tunnel events
are treated as independent events with a Poisson probability
distribution. The time between tunneling events is found using:�t = �ln(r)=�sum (5)

where r is a random number with a uniform distribution
between 0 and 1, and �sum is the sum of the tunneling rates.



A slight variation of this method can be found in [5].
To decide which tunnel event will occur during an iteration

of the Monte Carlo process, tunneling rates are used as a
probability distribution and events are chosen randomly based
on this distribution. This means that for each iteration, the tunnel
events with the highest probabilities are most likely to occur.

IV. Results

In this section, we evaluate the accuracy and performance
of SEMSIM. We first evaluate the accuracy of the simulator
at the single device level, and then evaluate the accuracy and
performance of the proposed adaptive technique using circuit
level benchmarks. It is shown that the adaptive method is
capable of decreasing running time by over 40 times compared
to the non-adaptive method while mainting accuracy.

To evaluate the accuracy at the single device level, we
compare SEMSIM’s simulation results with actual experimental
results, analytic approximations, and simulation results from
other simulators. Specifically, we examine the second order
effects presented in Section II for superconducting and non-
superconducting devices.

For large scale circuit evaluation, 15 benchmark circuits are
used to compare the simulation results of SEMSIM with those
from a non-adaptive Monte Carlo approach and an analytical
model in SPICE. To investigate the performance of the adaptive
technique, simulation times from the three simulation meth-
ods are compared. For design metric accuracy evaluation, the
propagation delays from SEMSIM and SPICE simulations are
compared against the results from the non-adaptive approach,
which are assumed to be the most accurate results.

This section is organized as follows. Section IV-A summa-
rizes the experiment results for the single device cases. Section
IV-B compares SEMSIM’s adaptive approach with alternative
methods to verify the accuracy and performance.

IV-A. Single Device Simulation

SEMSIM can model effects for both superconducting and
non-superconducting single-electron devices. These effects in-
clude single-electron tunneling and second-order cotunneling
for non-superconducting devices, and quasi-particle and Cooper
pair tunneling for superconducting devices. With the inclusion
of these effects, it is possible to simulate unique properties of
superconducting devices, such as Josephson quasi-particle peaks
[13], double Josephson quasi-particle peaks [13], and singularity
matching features [17].

To validate our simulator in the simplest cases, using only
single-electron tunneling, we tested the simulator’s accuracy
against experimental data [26] and simulation results from a
SET SPICE model [27], and SIMON [28]. For testing the
accuracy of cotunneling, simulations were tested against an-
alytic approximations and SIMON results [29], and excellent
agreement was observed.

For validation of superconducting device modeling, simula-
tions were tested against experimental data in [25]. For these
experiments the JQP peaks were compared and quantitative
agreement was observed. To compare the qualitative features
for superconducting devices, we ran simulations using a similar
setup as the experiment from [17]. The setup includes testing a
SSET at T = 0:52K, R1 = R2 = 210k
, C1 = C2 = 110aF,�(0:52K) = 0:21meV, Cg = 14aF, and a background charge,Qb=e of 0.65. The current was simulated while the bias and gate
voltages were swept. The results found from the experiment
in the reference and a contour plot of our simulated results
can be seen in Fig.5. The same features can be seen in the
simulations that were found in the referenced experiment. The
JQP features that correspond to open triangles on the left of Fig.
5 and the singularity matching features that correspond to solid
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diamonds can clearly be seen in our contour plot. The change
in current from rising to constant, represented by open squares,
can also be seen in the contour plot in the low bias and gate
voltage region. These results indicate that SEMSIM can simulate
superconducting features found in actual experiments.

IV-B. Large Scale Circuit Simulation

Next, we evaluate the performance and accuracy of SEMSIM
for large-scale SET circuit simulation. Experiments were con-
ducted on a Linux workstation with a 2.66GHz Intel processor
and 4GB memory. For the experiments, 15 logic benchmarks
were tested that include circuits from ISCAS ’85 and ’89 [30]
and other realistic large-scale logic circuits, and range in size
from 76 junctions (38 SETs) to 6988 junctions (3494 SETs).

The logic benchmarks were converted into single-electron
device circuits using CMOS interpretations of the logic circuits.
To mimic the CMOS interpretations of the logic circuits, nSETs
and pSETs were implemented. nSETs and pSETs are ordinary
SETs with a second gate added that has a constant gate voltage,
which shifts the current-voltage characteristic curve in a desired
direction, allowing the SET to behave in a similar fashion to
nMOS and pMOS transistors. An example circuit using this
type of single-electron logic is shown at the bottom of Fig. 4.
Note that the feasibility of this implementation is not relevant
to its use in testing this simulator: it is used to give a realistic
large-scale circuit for simulation, and other implementations can
be simulated as well. The analytical SPICE model used in the
experiments was an extended version of the model designed by
Inokawa et al. [10], which allows for multiple gates that are
used here to achieve pSET and nSET designs [27]. For circuit
component values, a setup similar to [27] was used.

The relationship between the running time and the amount of
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Fig. 7. Accuracy evaluation

junctions is shown in Fig. 6, where the different benchmarks are
on the x-axis and the amount of junctions for each benchmark
are enclosed in parentheses. Note that the SPICE results for
benchmarks 74LS153, 54LS181, and c1908 are not shown
since there were either non-convergence issues or incorrect
logic outputs using SPICE to model these benchmarks. The
running times for five of the larger benchmarks (c1908, c432,
c1355, c499, and 54LS181) were extrapolated from shorter
running times, and were adjusted for a circuit simulation time
of 10�s. The adaptive method proved to be the most time
efficient for the largest benchmark where the simulation time
was reduced by over 40 times compared to the non-adaptive
approach. This is due to the fact that the ratio of the total
number of tunnel rate and node potential calculations solved for
the adaptive approach over the total number number solved for
the non-adaptive approach decreases as the number of junctions
increases. The trend in Fig. 6 demonstrates that the adaptive
method’s efficiency increases with increasing amount of devices.
From Fig. 6, it can also be seen that the adaptive simulation time
is comparable to that of a SPICE simulation for the same circuit.

Fig. 7 shows the relationship between the amount of junctions
and the error present in the propagation delay. Similar to Fig. 6,
the different benchmarks are referred to along the x-axis with
the number of junctions enclosed in parentheses. To calculate
the propagation delay error, SEMSIM and SPICE results were
compared to averaged non-adaptive MC simulation results. The
averaged non-adaptive MC propagation delays were assumed to
be the actual propagation delays. An average error of 9.18%
was obtained from the SPICE results (excluding benchmarks
74LS153, 54LS181, and c1908, since there were either non-
convergence issues or incorrect logic outputs using SPICE to
model these benchmarks). Since SEMSIM is a MC simulator
and the propagation delays from each run using different random
seeds differ slighlty from each other, the propagation delay
errors were calculated for nine different runs of SEMSIM and
the average error for those nine runs is shown in Fig. 7. The
results show that using an adaptive method, the accuracy is
maintained within an acceptable range (average error of 3.30%).

V. Conclusions

In this paper, we have presented an adaptive technique for
Monte Carlo simulation of single-electron devices. The pro-
posed adaptive technique was validated against non-adaptive
Monte Carlo and SPICE simulations using 15 logic benchmarks,
which contain from 38 to 3494 devices. Simulation times,
compared to the non-adaptive approach, were reduced by up
to 40 times while the average error was 3:3%. Combining
the adaptive technique with the secondary and superconducting
effects handling allows multi-domain simulation where circuits
with differing scales can be simulated using a single tool while
maintaining scale specific design metric accuracy. The proposed
techniques presented have been implemented as a software
tool called SEMSIM, which will be publicly released for free
academic and personal use.
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