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Abstract

A common technique to compensate process variation induced
performance deviations during post-silicon testing consists of the
dynamic adaptation of processor voltage. This however comes
at a significant power cost. We envision multi supply voltage
design (MSV) as a promising technique to mitigate such power
overhead. Voltage islands are widely recognized as the state-of-
the-art in MSV design. In this paper, we develop a novel design
methodology that leverages voltage islands to compensate process
variations through a commercial synthesis flow. Possible viola-
tion scenarios of performance requirements in fabricated chips
are pre-characterized at design time through statistical static tim-
ing analysis. Then, during post-silicon testing the supply voltage
of a proper number of voltage islands is raised depending on the
actual violation scenario, thus bringing performance back within
nominal values. Voltage islands are generated by exploiting cell
proximity for minimal perturbation of performance pre-optimized
placements.

1. Introduction

The basic uncertainty and variance of process parameters in
sub-90 nm CMOS technologies are causing a major rethinking of
design techniques and tools across the design stack, from high-
level microarchitecture to physical design and layout. Advanced
techniques to meet parametric yield and/or performance require-
ments detect process parameter deviations after manufacturing,
and compensate or correct them by adapting supply voltage, clock
frequency and body bias or tuning the clock skew [5]. While clock
frequency adaptation trades-off performance with process varia-
tion tolerance, pipeline retiming through clock skew adjustment
for each pipeline stage is effective only when variations slow down
some stages while they speed up others [1]. This assumption might
not hold in presence of large systematic variations featuring high
spatial correlation. It is showed in [13] that adaptive voltage scal-
ing (AVS) [18] requires a much smaller change (percentage-wise)
in supply voltage than adaptive body biasing (ABB) [17] requires
in threshold voltage to achieve a target frequency boost of a pro-
cessor core. As a result, AVS has a much milder impact on leakage
and is a more power-efficient and thermally compatible solution
than ABB.

For this reason, this paper assumes supply voltage adaptation
as the reference technique to boost performance of fabricated chips
affected by process parameter variations. Nonetheless, the power
overhead induced by this technique is significant, and this pa-
per explores the use of dual supply voltage design techniques to
achieve a better trade-off between power consumption and pro-
cess variation tolerance. Although dual-Vdd design is tradition-

ally used to reduce dynamic and leakage power by assigning high-
Vdd to cells on timing critical paths and low-Vdd to cells on non-
critical paths, we extended it to cope with process variations. The
basic intuition behind our work is that an increasing subset of se-
lected cells in the design could be operated at a higher supply
voltage than the nominal one depending on the amount of pro-
cess variation-induced performance deviations to compensate. We
target voltage island (VI) technology [29] to partition the design
into subsets of cells featuring the same supply voltage, since it
represents the state-of-the-art in multi-Vdd design. This paper il-
lustrates a novel design methodology for process variation tolerant
microarchitecture design based on the above strategy and relying
on the available multi-voltage design support in commercial syn-
thesis tools [31, 32].

The proposed design methodology assumes that a given RTL
design has already undergone placement-aware logic synthesis
driven by performance optimization directives. Once the global
placement is determined and timing can be estimated with enough
precision, the resulting netlist is fed to an additional design step
where process variations are addressed. The objective at this stage
is to minimally impact performance results achieved by the previ-
ous physical synthesis run, while avoiding worst-case timing mar-
gins for process parameter variations.

The methodology involves two steps. At design time,
variation-aware statistical static timing analysis (SSTA) allows to
pre-characterize multiple scenarios of performance constraint vio-
lations in fabricated chips. For each scenario, placement-aware
cell grouping algorithms are then applied to identify the mini-
mum subset of adjacent cells to be operated at high-Vdd to tackle
the timing violation through the correspondent performance boost.
Voltage islands are generated in such a way that moving from a
violation scenario to a more severe one, only the supply voltage
of 1 additional voltage island needs to be raised. After chip fab-
rication, timing sensing circuits integrated into the design assess
with a high level of correctness whether a given process variation
scenario took place, and the most appropriate number of voltage
islands is powered at high-Vdd as determined at design time.

We validated the methodology on a 4-way VLIW architecture
and on a 65nm technology library, and demonstrated the power
savings it can achieve with respect to traditional full chip supply
voltage adaptation techniques in spite of the overhead associated
with level shifter insertion.

This paper is structured as follows. Related work is address in
Section 2. Our VI-based design methodology is illustrated in Sec-
tion 3, while its intermediate steps are detailed and validated for
a real design in Section 4. Power savings achievable by VI-based
design styles with respect to chip-wide supply voltage adaptation
techniques are proved in Section 5.

2. Related Work

Following a common practice, designers often add on worst-
case guard bands to critical paths to account for variability. Sta-
tistical static timing analysis has been proposed as a way to re-
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duce design timing margins [15,16], and some commercial design
tools support it to some extent [24]. Characterization of process
variations is of upmost importance for any attempt to analyze and
optimize designs statistically [9, 20, 21].

The need to deal with process variations at a higher level
than circuit techniques has also motivated more abstract model-
ing strategies [8], allowing to capture the impact of parameter
variations on different microarchitectural units and their perfor-
mance [23,25]. A model allowing microarchitects to reason about
how within-die variations may affect a multi-core environment is
reported in [7, 13].

As summarized by the survey in [5], three kinds of techniques
have been proposed to enhance yield under variations while min-
imizing the design overhead. In the statistical design approach,
circuit parameters are modeled as statistical distributions and the
circuit is designed to meet a constraint on yield, typically acting
on gate sizing or dual-Vth assignment [15, 22]. Alternatively, a
variation avoidance approach aims at synthesizing circuits in such
a way that delay failures due to variations can be identified at
runtime and avoided by adaptively switching to two-cycle oper-
ations [10]. Finally, a number of techniques take the approach
of post-silicon compensation and correction. In this case, param-
eter shifts are detected and compensated after manufacturing by
changing supply voltage [18], frequency, body bias [17] or clock
skew [1]. Under certain variation scenarios, adaptive pipelining
techniques [1,11] have been proposed to avoid unacceptable oper-
ating frequency penalties.

This paper relies on supply voltage adaptation during post-
manufacture testing as a means of reducing performance degra-
dation induced by process variations. [18] is a milestone work in
this domain. In [14, 19] a global voltage controller adjusts the
supply voltage by monitoring the error rate of the entire pipeline.
Only in [12] each pipeline stage is provided with its own voltage
controller and can thus be operated at its own optimized voltage.
From an implementation viewpoint, the concept of operating de-
sign sub-blocks or even single cells at a separate supply voltage is
today common practice for low-power designs through a voltage
island design style [29]. Early approaches applied this technique
on a core-by-core basis [33]. Other researchers advocate for a finer
granularity VI generation. On one hand, this prevents from raising
the voltage of an entire core or unit only because of the presence of
timing critical cells in it. On the other hand, a logic-based genera-
tion of voltage islands constrains the physical placement [26]. For
this reason, fine-grain voltage-islands derived through a placement
driven synthesis framework were proposed in [27, 28].

Our work takes an even more radical approach to placement-
driven VI generation, which aims at the minimum modification
of performance pre-optimized placements through the grouping of
physically adjacent cells into the same voltage island. Moreover,
we precisely quantify the level shifter overhead and its impact on
total system power and area for an industrial 65nm technology li-
brary. Nonetheless, we prove the viability of the voltage island
approach to deal with process variations by assessing the power
savings with respect to chip-wide supply voltage adaptation. Com-
mercial synthesis tools and their support for multi-voltage design
are used for the experiments.

3. Methodology for Process Variation Toler-
ant Design

The design methodology we propose (see Fig.1) adds a few
additional steps to the traditional synthesis flow of an ASIC de-
sign. In this work we assume that logic synthesis and coarse
placement were optimized for high performance. This is in agree-
ment with the choice of adaptive supply voltage as the reference
compensation technique for variation-induced delays. The input
to our methodology is a placed gate-level netlist, which is output
by a physical compiler tool. The reason for this is that we want
to avoid placement-agnostic voltage assignment to cells, since it
might incur a few major problems. First, interconnect delay can be
hardly estimated before placement with reasonable accuracy. This
might cause too many Low-Vdd cells, with consequent timing
closure troubles, or too few Low-Vdd cells, wasting useful slack
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Figure 1. Voltage island based design methodology for
process variation tolerance.

for power optimization. Second, logic-based voltage assignment
heavily constrains the placement, and hence might jeopardize de-
sign predictability by giving rise to unexpected large wirelengths
and delay penalties. As a consequence, we intend to rely on phys-
ical information for cell voltage assignment. This approach is fur-
ther pushed by the fact that placement-aware logic synthesis tools
are becoming mainstream. After a quick initial logic synthesis
based on wireload models, such tools internally attempt a coarse
placement of the current netlist, and also keep optimizing it based
on the expected placement and the wire loads it implies. The re-
sulting netlist already considers placement-related effects, and we
found it an ideal candidate for feeding our voltage island based
design methodology.

Then, static timing analysis is carried out to characterize design
performance in typical conditions. Parasitics as extracted from the
physical synthesis tool should be accounted for in delay calcula-
tions. At this stage, standard file formats do exist to transfer de-
lay information between tools, and to report delay values for each
cell/path in the design.

Annotated delays then serve as the nominal values for the
SSTA. This latter requires the knowledge of the statistical char-
acteristics of the manufacturing process, which are used to inject
delay variations in the netlist. We propose to model both system-
atic and random process variations based on measured data and on
modeling strategies reported in the literature. A typical approach
consists of modeling die-to-die and within-die effective gate length
and threshold voltage variations, resulting in a statistical distribu-
tion of gate delays.

The Monte Carlo analysis then allows to derive the distribution
of the maximum delay in the design, or of the maximum delay
per stage in pipelined designs. Due to the effect of systematic
variations, the parameters of the output distributions are a func-
tion of the chip location on the exposure field and of a functional
unit placement within the chip. The power of Monte Carlo anal-
ysis lies in the ability to display the process output both in range
and shape. Both of them can provide valuable information on the
design (e.g., distribution of path lengths, logic depth) and guide-
lines for its optimization. As an example, the work in [22] reports
pipeline yield improvements through a modification of logic depth
and imbalance between stage delays.



The knowledge of the range of parameter distributions can
also be exploited to tune post-silicon self-calibrating compensa-
tion techniques. In this case, integrated timing sensing circuitry
needs to detect or even to quantify violations of performance re-
quirements. Common techniques are the shadow latches for de-
layed sampling implemented in Razor flip flops [14] or the signal
latency detection unit presented in [6]. In both approaches, delays
need to be applied to the clock or to other signals, and the value of
such delays could be tuned based on the results of the Monte Carlo
analysis. This is also the approach which is taken in this paper.

Our methodology then proceeds with placement-aware voltage
island generation. At this stage, several cell grouping strategies
can be used. Generating voltage islands at the functional unit
level, as in [29], achieves differentiated power and frequency for
each unit, and can be used for instance to gate the power supply of
the entire macro in order to completely power it off, thus cutting
down on standby power. Unfortunately, the coarse grain granular-
ity of such partitioning is not suitable for designs with tight power
or timing budgets. Alternatively, microarchitecture sub-units can
be selected for voltage assignment [12]. However, this comes with
heavy placement implications, since the need to keep cells belong-
ing to the same unit close together in the layout prevents aggressive
physical optimizations. To minimize the physical design overhead
while still exploiting the logic structure of the design, cells in the
same signal paths can be clustered in the same voltage islands.
The need to minimize the number of level shifters is orthogonal
to all design strategies. The approach we propose in this paper
is to exploit the physical proximity of placed cells for voltage is-
land generation in order to minimize perturbations of the previous
performance-optimized placement. Although in principle all kinds
of placement-aware grouping strategies can be explored [27, 28]
and their implications on global timing closure assessed, this pa-
per will present conservative voltage island generation strategies
grouping cells that have already been placed close together, with-
out any further cell clustering and placement refinement iteration.
We envision incremental placement only for level shifter insertion,
as showed in Fig.1. Level shifters might in fact lead to some per-
formance degradation or power overhead or to dead spaces in the
floorplan, and this might require to group adjacent cells based on
different criteria.

In the following section, the above methodology will be vali-
dated on the design of a processor core. The physical synthesis and
analysis toolflow from Synopsys will be used, consisting of Phys-
ical Compiler for physical synthesis, PrimeTime for static timing
analysis and PrimePower for power reports.

4. Methodology validation

As a first step toward the validation of the above methodology,
we need to develop a model for process variations and to come up
with a representative test design.

4.1 Process Variation Model

In nanoscale CMOS technologies, the most important process-
ing parameter affecting circuit performance is the effective gate
length (Lgate) of the MOS transistor. ITRS roadmaps report the
3σ standard deviation of the Lgate distribution to determine the
control limits expected in a given process. For our target 65 nm
technology node, we derived from [3] a slightly conservative value
of 3σTOT /µ = 9% for Lgate control. We then divided the Lgate

variations into two components: across-field systematic variations
f(x, y) and random variations ǫ. In [2], a slightly larger impact
of the random over the systematic component on 65nm process
variability is predicted, resulting in a ratio of the respective 3σ
values of about 1.2. Combining these considerations leads to a
variability of 3σRnd/µ = 6.5% for the random component and of
3σSys/µ = 5.5% for the systematic component.

While this model captures Lgate variance and hence is effec-
tive in describing gate/path delay variations, we are also inter-
ested in capturing the relation between a particular position within
the chip and process variation induced delay deviations. In fact,
in nanoscale technologies stepper systems are forced to operate

Figure 2. Systematic variation aware Lgate map.

closer to their optical resolution limit, thus inducing illumination
and imaging nonuniformity due to lens aberrations. As a result,
printed transistors display a distinct spatial Lgate map, making
their characteristics dependent on the location within the chip. It
was showed in [7, 9] that this systematic component of intrachip
Lgate variability can be modelled as a simple polynomial function
of position within the exposure field. Assuming a 28mm x 28mm
exposure field, the equation for the second order polynomial model
of Lgate can be approximated by

f(x, y) = a ·x2 + b · y2 + c · x+ d · y + e ·xy + intercept (1)

where x and y are the coordinates on the exposure field. Base-
line values for the coefficients were provided in [9] for a 130nm
industrial process from measured data. We scaled those coeffi-
cients for our target 65nm technology so to match the range of
systematic variations computed above. Our model hence generates
maximum systematic Lgate deviations by +/- 5.5% with respect to
the nominal value. An example Lgate map on a 14mm x 14mm
chip accounting for systematic variations is reported in Fig.2. A
VLIW core placed in the lower-left corner (point A) would expe-
rience the slowest performance, while in the upper-right corner it
would be maximally accelerated.

As a result of our modeling framework, in each coordinate of
the exposure field we compute effective gate length by summing
a polynomial function modeling systematic variations and a nor-
mally distributed random variable:

Lgate(x, y) = f(x, y) + ǫ (2)

We ignore variation in wires, in agreement with current variation
models [13].

In order to model the dependency between Lgate and gate de-
lay D, we used the model proposed by Orshansky et al. [20]:

D ∼ L1.5
gate · Vdd/(Vdd − Vth)α

(3)

where Vdd is the supply voltage, Vth the threshold voltage and
α the velocity saturation. As channel lengths become shorter, this
value will approach 1. Similarly to [7], we chose α = 1.3.

Because of drain induced barrier lowering, gate length also af-
fects threshold voltage. We accounted for this dependency through
the model presented in [30]:

Vtheff = Vth0 − Vdd · exp(−αDIBL · Leff ) (4)

where Vth0 is the threshold voltage for long channel transistors
(0,22), αDIBL is the DIBL coefficient (0.15). From this equation,
an increase of Lgate causes an increase of Vth, with further delay
and leakage power implications.

4.2 Target VLIW Architecture

Based on the above model, we assessed the impact of process
variations on the design of a processor core and the cost for vari-
ation tolerant design techniques. We target the VLIW VEX ar-
chitecture described in [4]. It defines a 32-bit clustered VLIW
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ISA that is scalable and customizable to individual application do-
mains. VEX is a clustered architecture: it provides scalability of
issue width and functionality using modular execution clusters. A
cluster is a collection of register files and tightly coupled set of
functional units.

The target architecture was generated using the LISATek tools.
It consists of 4 pipeline stages, a 32-bit data memory and a 128-bit
program memory. 4 parallel slots were instantiated in the execu-
tion stage. Each slot consists of an ALU, with a shifter in series to
it for shift and accumulate instructions, a compare unit checking
MSB bits of ALU results, an address computation unit for loads
and stores, and a multiplier in parallel with the above units. Two
forwarding units were implemented to deal with read-after-write
hazards. The branch unit has a static prediction on branch-not-
taken and resides in the decode stage so that, in case of branch
taken, only two instructions are flushed. The design was fully syn-
thesized, even the register file, since a further optimization through
full-custom design techniques was outside the scope of this paper.
Finally, all memory devices (data and program memory, instruc-
tion and data caches) were modelled at behavioral level with single
cycle access time. Hence, in the analysis that follows, performance
of the VEX processor core will not be memory-limited. In prac-
tice, this can be achieved through pipelining of memory accesses.
The VEX C compiler was available, deploying trace scheduling as
its global scheduling engine.

The VEX processor was synthesized on a 65nm 1V STMicro-
electronics low-power technology library. The synthesis flow in-
cluded logic and physical synthesis (Synopsys Physical Compiler)
and was optimized for high-performance. The maximum operat-
ing frequency was 256 MHz, the critical path being in the exe-
cute stage and going through a forwarding unit (22%) and an ALU

(60%). Area was 314638 um2 with a row utilization of about
70%. Power consumption was measured through Modelsim sim-
ulation (switching activity back-annotation) and Synopsys Prime-
Power reports for a FIR filtering benchmark. Total power turns out
to be 30.8 mW, with only 1.1% of leakage power.

Area Power

Register File 53% 64.13%
Execute 26.34% 16.89%
Decode 13.63% 8,57%

Write Back 0.04% 0.1%
Fetch 0,09% 0.03%

Pipe Regs 6.9% 10.28%

Table 1. Area and Power Breakdown for the VEX ar-
chitecture.

4.3 Statistical Static Timing Analysis
After the VEX processor was synthesized with Physical Com-

piler and static timing analysis performed with PrimeTime, coarse
placement as well as timing information were available through
the def and the sdf files respectively.

Therefore, we could apply the process variation model directly
to the gate delays of the synthesized netlist. We developed a parser
of the sdf file that checks the cell position within the chip, com-
putes effective gate length in that location (Equation 2) and mod-

ifies its delay accordingly (Equation 3). The underlying approxi-
mation is that physical parameter and delay variations are applied
on a gate-by-gate basis, neglecting transistor-level details. We also
neglect other parameters impacting variability such as pattern den-
sity, orientation, and sizing. However, such approximations are
implicit in our micro-architecture-level approach to process varia-
tions.

The sdf file with altered gate delays can then be re-imported in
PrimeTime for static timing analysis, in order to assess how path
delays have been affected by process variations or which paths are
more sensitive to them. We leveraged this framework for vari-
ability injection and analysis to perform a Monte Carlo analysis,
returning the statistical distribution of the design critical path. In
particular, the critical path distribution for each pipeline stage was
derived. Experimental data from the Monte Carlo analysis were

then fitted to a normal distribution through a χ2 goodness-of-fit
test with a confidence level of 95%.

The distribution of critical path delays for a VEX processor
placed in the lower-left corner of the chip (point A, worst-case
systematic variation scenario) is illustrated in Fig.3. Only the ex-
ecute (EX), decode (DC) and write-back (WB) stages were ana-
lyzed, since the lack of memory implementation does not allow
useful insights into the fetch stage. The vertical line denotes the
slack-met condition in a process variation-free scenario. As can
be observed, all pipeline stages violate the timing constraint (neg-
ative slack in the plot). Similarly to the modeling assumptions
in [12], the global critical path is almost always in the execute
stage (neglecting distribution tails). Considering the 3σ value of
the execute stage critical path delay distribution (0.0435ns), in the
worst case clock frequency of the processor core is degraded by
10% with respect to the nominal value of 256 MHz.

Fig.3 also shows a lower variance for the execute stage max.
delay distribution. In contrast, the write-back stage features the
largest variance. We associated this result with some implemen-
tation characteristics of each stage, which confirm the modeling
assumptions of previous work. First, we observed that the execute
stage features a higher number of signal paths in a short time win-
dow close to the critical path delay. As a consequence, the maxi-
mum delay is likely to be determined by an outlier (see also [13]).
For the same reason, the mean value of the execute stage distribu-
tion has also incurred the largest deviation from the nominal value
of the execute critical path. Second, since path delays are deter-
mined by taking an aggregate sum of each gate’s delay in the path,
the path’s ratio of variance to mean will decrease as the logic depth
increases.

4.4 Process variation scenarios and SSTAdriven
architecture tuning

The maximum performance degradation from Fig.3 could be
used to tune additional timing margins at design time to account
for the risk of process variations. This would translate into at least
a 10% reduction of VEX processor frequency. However, when
performance is a key design metric, a more radical approach needs
to be taken.

The approach of this paper consists of identifying a few possi-
ble relevant violation scenarios of performance constraints at de-
sign time, and then of taking the proper course of action for each
of them during post-silicon testing. The process variation com-
pensation techniques we want to develop should be tailored to
each scenario and not over-designed for the worst-case scenario.
In addition, such scenario-driven tailoring process of compensa-
tion techniques should be performed at design time and validated
through statistical static timing analysis. This avoids costly online
decision logic to be integrated into the design. Our approach only
involves online detection of the timing violation scenario through
timing sensing circuits.

We move from the observation that as we place the VEX pro-
cessor core from the lower left corner of the chip to the upper right
one along the diagonal, process variation induced timing viola-
tions become progressively less severe. In point B of the floorplan
(Fig.2), only the execute and the decode stages violate timing con-
straints, while the WB-related delay distribution is within the nom-
inal slack-met condition. In point C, only the execute distribution
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Figure 4. Voltage island generation through (a) verti-
cal slicing and (b) horizontal slicing.

is outside nominal bounds, while from point D on nominal per-
formance of the processor can be guaranteed. As a consequence,
we identify 3 timing violation scenarios, based on the number of
pipeline stages that do not meet the nominal slack-met condition.
For each scenario, we compensate the worst case timing violation.

In order to detect which scenario actually occurs after manu-
facturing, we need timing sensing circuits in each pipeline stage.
For this purpose, we could even reuse the razor flip-flops presented
in [14]: they sample the input signal of a flip-flop twice, with the
nominal clock and with its delayed version, thus detecting whether
a delayed signal transition took place and eventually asserting an
error flag. Interestingly, we do not need to replace each pipeline
register with razor flip-flops. In fact, the Monte Carlo analysis and
the use of Synopsys PrimeTime for it provided us with the number
of signal paths that can become critical under process variations
for each pipeline stage. For the execute stage and a processor
core placed in point A of the chip, we had 12 signal paths becom-
ing critical with a probability roughly proportional to their posi-
tive slack under nominal conditions. Therefore, we need to place
razor-based sensing circuits only on the flip-flops fed by these sig-
nal paths, thus significantly reducing the overhead. The same con-
siderations apply to the other pipeline stages.

4.5 Voltage island generation
The post-silicon compensation technique we use is an increase

of the supply voltage for a selective subset of logic cells, so to com-
pensate parameter variation induced delays with the performance
speed-up of a proper portion of the circuit. We target voltage is-
land (VI) technology for this purpose.

For the generation of voltage islands, we aim at minimum per-
turbation of the input placement. This latter should be modified at
least for level-shifter insertion. We want to avoid other sources of
placement modifications such as the grouping into the same VI of
cells that are logically inter-related (e.g., they belong to the same
functional unit or to the same signal path) but are placed far apart
in the input placement. This is actually our case, since in the in-
put netlist the performance-driven placement optimization has led
to a distribution and interleaving across the floorplan of cells be-
longing to different pipeline stages. Even the minimum mismatch
between logic-level grouping and physical proximity may cause
large wirelength and delay penalties. As a consequence, we base
our VI generation strategies only on physical proximity. This ap-
proach is challenging for the global speed-up achieved by a given
placement-aware cell grouping in an high-Vdd area is hardly pre-
dictable since the involved logic structures are not clearly visible at
this level. Probably, the best approach consists of placement-aware
cell grouping driven by the knowledge of logic structure distribu-
tion across the floorplan, but this exploration is left for future work.
Even in our conservative assumptions, we prove the effectiveness
of our process variation tolerant design methodology.

We explored two placement-aware VI generation algorithms.
One involves horizontal slicing of the floorplan, while the other
one involves vertical slicing. These two approaches are the sim-
plest ones that facilitate the synthesis of power supply networks
with minimum impact on the results of the previous placement
run. We use a greedy algorithm for both horizontal and vertical
VIs definition.

Based on cell density considerations, we assess the most
promising side of the processor core floorplan (upper, lower, left or
right) to start selecting candidate cells for high-Vdd. We then pro-

gressively extend the slice till the achieved performance speed-up
is enough to compensate the less severe timing violation scenario
(i.e., only the EX stage does not meet nominal performance con-
straints). This identifies the first voltage island. Then, we build
a second island incrementally from the first, covering enough fur-
ther cells to compensate the next timing violation scenario in order
of severity. Finally, a third voltage island will be incrementally de-
rived, so that even a core located in point A (i.e., all pipeline stages
violating the constraints) can be brought back within nominal per-
formance. The resulting voltage islands are illustrated in Fig.4(a)
and 4(b). As a consequence, 3 voltage islands need to be operated
at high-Vdd in the worst case timing violation scenario, and only
1 VI in the best case.

4.6 Levelshifter insertion

We inferred slice-shaped voltage islands through the multi-
voltage design support of Synopsys tools. Then, a command
in Physical Compiler automatically returns the number of level
shifters required for a given VI partitioning. We retain only the
nets connecting low- to high-Vdd domains as candidate for level-
shifter insertion, in order to avoid the static power overhead for
non-fully switched-off pMOS transistors in the high-Vdd domain.
The required number of level shifters is reported in the first row of
Table2. We can see that the horizontal VIs incurred a higher num-
ber of level shifters. These statistics are highly design-specific and
may motivate a new VI design iteration.

Finally, we had the level shifters inserted in the design. The
final placed netlist incurs a performance degradation of 8% for
vertically sliced voltage islands and of 15% for horizontally sliced
ones.

Horizontal Slicing Vertical Slicing

Number of LS 8187 6353
LS area 31.51% 26.31%

LS tot. power (point A) 0.97% 4,17%
LS tot. power (point B) 1.08% 4.93%
LS tot. power (point C) 1.14% 5.23%

Table 2. Level-shifter overhead with respect to proces-
sor area/power.

5. Experimental results

During post-silicon testing, a straightforward technique to
compensate process variations consists of raising the supply volt-
age of the entire design. In this section, we prove the power sav-
ings that our VI-based process variation tolerant design achieves
over the chip-wide supply voltage adaptation in spite of its over-
heads. We base our results on the dual-Vdd 65nm technology li-
brary from STMicroelectronics. 1V and 1.2V supply voltages are
available. For a fair power comparison, we assumed all solutions
running at the same frequency (the highest one), so to focus at first
on the impact of switching activity and of leakage on total power.
Performance differentiation was introduced later on.

In our validation methodology, we consider one timing viola-
tion scenario at a time. For each scenario, we know the number of
VIs (and hence the individual cells) to be switched to high-Vdd
after manufacturing. We compare the power consumed in this
case with that incurred by a design entirely powered at 1.2V. In
all cases, we ensure that nominal performance constraints are met.
Power characterization was performed in three steps: gate-level
delay tuning in the input sdf file accounting for the process vari-
ation model and for the gates working at high-Vdd, HDL simula-
tion with switching activity back-annotation and Synopsys Prime-
Power power reports. A FIR filtering benchmark executed on the
VEX processor core was used for power assessment. Dynamic
and static power values were then increased by the contribution of
level-shifters.

Total power consumption of process variation tolerant schemes
for each violation scenario is reported in Fig.5. First, we note that
the vertical VI slicing is more power-efficient for this design in
all cases. Second, we see that as the timing violation scenario
becomes less severe (and hence less voltage islands need to be
operated at high-Vdd), power savings of VI-based designs with
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Figure 5. Total power results for different timing vio-
lation scenarios.
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Figure 6. Leakage power results.

respect to chip-wide high-Vdd power supply become significant.
Considering vertical slicing, such savings range from 8% (core
placed in point A in the map of Fig.2) to 27% (core in point C).

The contribution of level-shifters to total power is illustrated in
Table2. We can see that their power overhead is limited to at most
5% of total processor power.

Since our technology libraries are optimized for low power,
leakage power is not a major concern. In all cases, leakage power
affects total power by no more than 1.6%. However, it is interest-
ing to check whether the high impact of level shifters on logic (not
physical) area (see Table2) translates into a higher leakage power
of our VI-based designs with respect to level-shifter free chip-wide
high-Vdd designs. Results are illustrated in Fig.6. It can be ob-
served that even in the worst case variation scenario (core in point
A), vertical slicing incurs less leakage power than the high-Vdd
chip design. This means that for the vertical slicing technique the
leakage increment associated with level shifters is not as much as
the increase in leakage for cells whose supply voltage is switched
from 1V to 1.2V. However, the unacceptable results of the hori-
zontal slicing scheme stress the importance of accurate validation
methodologies like the one presented in this paper to assess level
shifter overhead.

Finally, if we consider that VI-based designs run 8% slower
than level-shifter-free designs, we would have an even lower total
power of VI-based solutions. Since on the other hand we would
have a correspondent increase in their execution times, the en-
ergy ratios between the different solutions would be similar to the
power ratios presented above. This was confirmed via experimen-
tal results.

6. Conclusions
In this work we propose to compensate process variation in-

duced delays during post-silicon testing by raising the supply volt-
age of a proper number of VIs depending on the severity of timing
violations. The validation of the VI-based design methodology on
a VLIW architecture for a 65 nm technology node demonstrated
significant power savings with respect to chip-wide supply volt-
age adaptation. Future work includes the exploration of further
cell grouping strategies.
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