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ABSTRACT
This paper is concerned with solar driven sensors deployed in an outdoor environment. We present feedback controllers which adapt parameters of the application such that a maximal utility is obtained while respecting the time-varying amount of available energy. We show that already simple applications lead to complex optimization problems, involving unacceptable running times and energy consumptions for resource constrained nodes. In addition, naive designs are highly susceptible to energy prediction errors. We address both issues by proposing a hierarchical control approach which both reduces complexity and increases robustness towards prediction uncertainty. As a key component of this hierarchical approach, we propose a new worst-case energy prediction algorithm which guarantees sustainable operation. All methods are evaluated using long-term measurements of solar energy in an outdoor setting. Furthermore, we measured the implementation overhead on a real sensor node.

1. INTRODUCTION
Energy is a primary constraint in the design of sensor networks. This fundamental energy constraint further limits everything from data sensing rates and link bandwidth, to node size and weight. For example, it has become evident that energy storage devices largely dominate the form factor of existing sensor nodes and prevent their miniaturization. Moreover, the limitation of the energy supply has constantly impeded the progress of sensor networks towards large scales and true autonomous operation. For instance, long-term monitoring of the environment is one of the sensor network visions. For this application, finite energy reservoirs like batteries render the deployment and maintenance of large scale sensor networks extremely cumbersome.

Recently, a number of solar powered prototype nodes have been presented which perform more and more efficient energy conversion [4, 10]. Latest versions accurately track the maximum power point (MPP) of a solar cell and can adapt to changing light conditions quickly. However, it has also become evident that the energy generated by small solar cells is limited. Nodes executing a given application may frequently run out of energy in times with insufficient illumination. If one strives for predictable, continuous operation of a sensor node, common power management techniques have to be reconceived. In addition to perform classical power saving techniques, the sensor node has to adapt to the stochastic nature of the solar energy. Goal of this adaptation is to maximize the utility of the application in a long-term perspective. The resulting mode of operation is sometimes also called energy neutral operation [5]. The performance of the application is not predetermined a priori, but adjusted in a best effort manner during runtime and ultimately dictated by the power source.

The authors of [5] are the first who propose adaptive performance scaling techniques for energy harvesting sensor nodes. Here, the problem of tuning the duty cycle of a solar-driven sensor node has been formulated as a linear program (LP). This LP has to be solved periodically. The objective in [5] is to maximize the utilization of solar energy, i.e. to maximize the average duty cycle. For this particular problem, the authors propose a heuristic algorithm which reduces the computational overhead compared to solving a LP online.

The most recent work in [9] generalizes the approach in [5] for a much larger variety of application scenarios, constraints and optimization objectives. In fact, scaling the performance by duty cycling corresponds to one single rate in this more general application model. As a main contribution, the authors of [9] suggest the use of multiparametric programming to obtain optimal control laws. Simple data sensing applications serve as example to demonstrate the usefulness of the approach.

However, the formulation of the control problem in [9] leads to severe performance degradations if the energy harvesting in the future derives from what has been estimated. Furthermore, for applications of practical concern, the controllers proposed in [9] quickly exceed the computation and storage resources of today’s sensor nodes. By proposing a novel control design which is tailored to typical sensor node applications we show how the robustness towards energy prediction mistakes can be increased. At the same time, our reformulation of the control problem reduces the on-line complexity of the controllers.

2. CONTRIBUTIONS
The following new results are described in this paper: We present a hierarchical control design which overcomes several drawbacks of previously proposed designs: First, the computation overhead and storage demand of the on-line controller is reduced significantly. In a case study, the achieved reductions amount 91% and 83%, respectively. Second, by designing the upper control layer for worst-case situations, depletion of the energy storage is avoided and robustness of the overall system is increased. Specifically, a new worst-case energy prediction algorithm accounts for the fact that the short-term energy prediction can be considerably lower than average expectations. And third, the proposed control formulation renders manual parameter tuning of finite horizon controllers unnecessary, leading to an automatical stabilization of the system. Both simulation results as well as detailed analysis of the implementation overhead on a BTnode [1] are provided.
3. SYSTEM CONCEPT

The system model is depicted in Fig. 1. The whole hardware/software system is powered by an energy harvesting device that delivers in a unit time interval starting at $t$ the energy $E_S(t)$. In the same time interval, the system uses energy $E_R(t)$. At time $t$, there is the stored energy $E_C(t)$ available.

It is a typical feature of recent energy harvesting circuits that solar energy $E_S$ is either used directly by the sensor node or is stored with (low) efficiency $\eta$ for later use. This possibility of bypassing the energy storage can be exploited to save energy. Therefore, we extended the general control problem formulated in [9] by the energy storage model first introduced in [5]. At the same time, however, this extension increases the complexity of the required control strategies as we will see in Section 7.

![Figure 1: Illustration of the system concept.](image)

Besides the application, there are two additional software tasks running on the target architecture. The estimator predicts future energy production of the harvesting device based on measurements of the past. The controller adapts properties of the application, e.g. task activation rates, based on the estimation of future available energy, the currently stored energy and additional information about the system state, e.g. the amount of available data memory. Parameters of the application are modified by the on-line controller. During execution, the system state (e.g. the amount of information stored in local memory and the stored energy) is changed.

4. BASIC MODELS AND METHODS

4.1 Physical power flow and energy storage model

The modeling is based on the notion of discrete time $t \in \mathbb{Z}_{\geq 0}$ where the difference in physical time between two discrete time instances is denoted as $T$. Energy related sensing and control may happen only at times $t$. In a practical setting, one may have a basic time interval $T$ of a few minutes or even an hour.

The energy harvesting device is modeled as a power source which delivers energy $E_{S}(t)$ in the time interval $[t, t+1)$ of length $T$. Therefore, in time interval $[t_1, t_2)$ with $t_1, t_2 \in \mathbb{Z}_{\geq 0}$ it delivers energy $E_S(t_1, t_2) = \sum_{t \leq u < t_2} E_S(u)$. The incoming power can be stored in an energy storage device, e.g. a rechargeable battery or a supercapacitor. We denote $\eta$ the storage efficiency of a non-ideal storage device. The energy level at time $t$ is denoted as $E_C(t)$. In dependence on the energy $E_R(t)$ drawn from the sensor node, the increment $\Delta E_C(t)$ of the stored energy is defined at each time $t$ according to the following statement:

$$\begin{align*}
\text{if } E_S(t) > E_R(t) & \text{ then } \\
\Delta E_C(t) & = \eta \cdot (E_S(t) - E_R(t)) \\
\text{else } & \\
\Delta E_C(t) & = (E_S(t) - E_R(t))
\end{align*}$$

If the generated energy $E_S(t)$ is higher than energy $E_R(t)$, the sensor node is powered directly by the solar cell and excess energy is used to replenish the energy storage. As in [5], we account for the efficiency $\eta$ during the charging of the energy storage. As the arrangement in Fig. 1 is fully symmetrical, one could also consider $\eta$ when the storage is discharged.

The energy $E_R(t)$ is used to execute tasks on various system components. A task $\tau_i \in I$ from the set of tasks $I$ needs energy $E_i$ for completing a single instance. We suppose that a task is activated with a time-variant rate $r_i(t)$, i.e. during the basic time interval $T$ starting at $t$, the task is executed $r_i(t)$ times. Therefore, a task needs energy $E_i(t_{1}, t_{2}) = \sum_{t_1 \leq u < t_2} E_i(u)$ in time interval $[t_1, t_2)$ for successful execution. Finally, we denote $R(t)$ the vector of all task rates $r_i$ at time $t$.

4.2 Receding horizon control

The estimation unit receives tuples $(t, E_S(t))$ for all times $t \geq 1$ and delivers $N$ predictions on the energy production of the energy source. We assume that the prediction intervals are of equal size denoted as the number $L$ (in units of the basic time interval $T$). We denote the total prediction horizon $H = N \cdot L$ (again in units of the basic time interval $T$), see also Fig. 2. At time $t$, the predictor produces estimations $\hat{E}_S(t+k \cdot L, t+(k+1) \cdot L)$ for all $0 \leq k < N$. We write $\hat{E}(t, k) = E_S(t+k \cdot L, t+(k+1) \cdot L)$ as a shorthand notation, i.e. the estimation of the incoming energy in the $(k+1)$th prediction interval after $t$.

![Figure 2: Illustration of the prediction horizon.](image)

At time $t$, the controller is computing the control sequence $R(t+k \cdot L)$ for all prediction intervals $0 \leq k < N$ based on the estimates $\hat{E}(t, k)$ as well as the current system state (e.g. $E_C(t)$). In other words, the rates of the different tasks $r_i$ are planned to be constant during each prediction interval. However, only the first control rates $R(t)$ are applied to the system during the first time step $T$. The rest of the control sequence is discarded. At time $t+T$, a new vector $R(t)$ is computed which extends the validity of the previous vector $R(t-1)$ by one time step. Again only the first control is used, yielding a receding horizon control (RHC) strategy.

4.3 Linear program specification

In this paper, we restrict ourselves to the discussion of an example application which is modeled as a linear program (LP). However, for more sophisticated application models and more general linear program specifications, the reader is referred to [9].
Let us assume a sensor node is expected to observe some phenomenon of interest in an environmental monitoring application. For this purpose, an image has to be recorded with a camera sensor and the data has to be transmitted to a base station. We can model these requirements using a data sensing task $\tau_1$ and a data transmission task $\tau_2$. The data sensing task $\tau_1$ is operated with rate $r_1(t)$. At every instantiation, the sensing task $\tau_1$ drains $e_1$ energy units and stores an image in some local memory. The transmission task $\tau_2$ is transmitting images with a rate $r_2(t)$ and energy demand $e_2$. Thereby, task $\tau_2$ reduces the occupied memory by one image per instantiation. The corresponding linear program is given by (1).

\[
\text{maximize } J = \mu \text{ subject to: } \begin{align*}
 r_1(t+j \cdot L) &\geq \mu & 0 \leq j < N \\
 r_1(t+j), r_2(t+j) &\geq 0 & 0 \leq j < N \\
 E_c(t+k \cdot L) & = E_c(t) - \sum_{k=0}^{N-1} (e_1 \cdot r_1(t+j) + e_2 \cdot r_2(t+j)) + \\
 & \geq (1-\eta) \sum_{j=0}^{N-1} \ell(j) & 0 \leq k < N \\
 M(t+k) & = M(t) + \sum_{j=0}^{N-1} (r_2(t+j) - r_2(t+j + j)) & 0 \leq k < N \\
 0 & \leq M(t+j) \leq M_{\text{max}} & 0 \leq j < N \\
 E_c(t+N \cdot L) & \geq E_c(t) + \alpha(t)
\end{align*}
\]

The optimization objective of the linear program (1) is to maximize the minimal rate with which the task $\tau_1$ is operated in the finite horizon $0 \leq k < N$. In terms of intervals, the objective translates into a minimization of the maximum interval between any two consecutive measurements. This could be a reasonable objective if one attempts to minimize the unobserved time periods between two recorded images.

The auxiliary variable $\lambda$ accounts for the physical switching behaviour described in Section 4.1: In intervals when the energy provided by the source is higher than the energy demand of the sensor node, the energy storage is charged with efficiency $\eta$. The other way round, the energy storage is discharged in intervals when $E(t,j)$ is low and $\lambda$ is forced to 0.

The last inequality in LP(1) is called a final state constraint and is used to stabilize the receding horizon controller. With the help of the energy offset $\alpha(t)$ the stored energy at the end of the prediction horizon can be influenced. In [9], $\alpha$ is manually tuned to some fixed value. However, it has become evident that the choice of $\alpha(t)$ severely influences the performance of the optimization: decreasing $\alpha(t)$ results in a more aggressive control behaviour, running the risk to deplete energy $E_c$. On the other hand, increasing $\alpha(t)$ may lead to overly conservative rates $R$, poor performance and a high energy level $E_c$. In Section 6, a solution will be presented how $\alpha$ can be tuned automatically using a hierarchical control approach.

Obviously, solving at each time step $t$ a linear program in a resource limited system is prohibitive in general. In the next Section 5, we will describe a method for solving the above linear program off-line and using the result for constructing a optimal on-line controller.

5. MULTIPARAMETRIC LINEAR PROGRAMMING

In [9], the fundamental observation made is that the considered linear programs (like the one in (1)) are parameterized and can be solved off-line. We will briefly recall the main principles of multiparametric linear programming.

A state vector $X$ is defined consisting of the actual system state, the level of the energy storage as well as the estimation of the incoming energy over the finite prediction horizon (cp. Fig.1). For the example in (1), the state vector $X$ can be written as

\[
X(t) = \left( E_c(t), M(t), E(t,0), \ldots, E(t, N-1) \right)^T
\]

Furthermore, let us denote the vector of optimal control inputs to the system, i.e., the vector of planned rates $R$ as

\[
R^*(X,t) = (R^T(t), R^T(t+L), \ldots)
\]

The state space of $X$ can be subdivided into a number $N_{CR}$ of polyhedrons. For each of these polyhedrons $i$ (also called critical regions) the optimal solution $U^*(X)$ of the control problem can be calculated explicitly as

\[
U^*(X) = B_j X + C_j \quad \text{if } H_j X \leq K_j, j = 1, \ldots, N_{CR} \quad (4)
\]

where $B_j \in \mathbb{R}^{N \times (N+2)}, C_j \in \mathbb{R}^N$ and $H_j X \leq K_j, j = 1 \ldots N_{CR}$ is a polyhedral partition of the state space of $X$. For simplicity, we dropped the dependence on $t$ of the state vector $X$. The computation of the vectors and matrices of control law (4) is done off-line using, e.g., the algorithm presented in [3].

In the on-line case, the controller has to identify to which region $j$ the current state vector $X$ belongs. After this simple membership test, the optimal control rates $R(t)$ for the next $N$ prediction interval are computed by evaluating a linear function of $X$. These rates $R(t)$ are identical to the rates one would obtain by solving the linear program. However, the computational demand is greatly reduced compared to solving a LP on-line. After having solved the mp-LP in advance, a set of $N_{CR}$ polyhedrons with associated control laws has to be stored and evaluated at each time step $t$.

If the number of critical regions $N_{CR}$ gets large, the storage demand and the computational effort grow quickly. Then many tests of the form $H_j X \leq K_j$ must be performed. Typically, the computational effort spent for these matrix multiplications is much higher then evaluating the linear function $B_j X + C_j$.

6. HIERARCHICAL SYSTEM MODEL

The main idea presented in this section is to decouple the control problem into two independent sub-problems, each with its dedicated energy prediction algorithm. According to Figure 3, subcontroller 1 receives estimates of the daily energy in order to ensure long-term sustainability of the energy harvesting system. Therefore, we assume a prediction interval to be 1 day and the total prediction horizon should be chosen in the order of several weeks. At the interface of both control layers, we define the energy allowance $E_D(t)$.
i.e. the sum of energies which shall be used by the system at the next day.

By calculating $E_D(t)$, the upper layer determines an energy budget which serves as input to the lower control layer. Receiving hourly estimates with a prediction horizon of 1 day, subcontroller 2 decides how to set the individual rates of the application $R(t)$ during the next day. At this, the efficiency of the energy utilization is optimized by e.g. exploiting the sunlight directly when available.

For the example in LP (1), we found a more elegant solution. We have to ensure that the node uses no more than $E_D(t)$ during the next day. Hereby, the linear energy prediction algorithm is displayed in Algorithm 1.

During the day, only a counter is running which accumulates the harvested energy of the current day. Once per day, Algorithm 1 is executed and new energy estimates for the next $N$ days are computed. The harvested energies of the last $N$ days are stored in the vector $E_{S,d}(d)$. In a first step (S1), vector $E_{S,d}(d)$ is updated by shifting all entries by one day and storing the harvested energy $E_{S,d}(1)$ of the current day. In step (S2), the daily energies $E_{S,d}(d)$ are summed up to obtain the energies $\bar{E}_d(\Delta)$ for time periods $\Delta$ of several days. As an internal state, the estimator stores the minimum of all vectors $\bar{E}_d(\Delta)$ observed so far in a variable denoted $\tilde{E}_d(\Delta)$. Next, Step (S3) checks whether the energies $\bar{E}_d(\Delta)$ harvested in the past $\Delta$ days are smaller than the minimum energies $\tilde{E}_d(\Delta)$ observed so far for the respective time interval $\Delta$. In addition, a constant $\gamma$ is added to the minimum $\tilde{E}_d(\Delta)$ to account for aging of old measurements. In doing so, the algorithm avoids pessimistic predictions based on low values of $\tilde{E}_d(\Delta)$ measured long time ago. Finally, Step (S4) improves the estimates $\tilde{E}_d(\Delta)$ if intervals with little harvested energy $\bar{E}_d(\Delta)$ have occurred recently.

Algorithm 1 Daily worst-case energy prediction.

Input: $(t, E_S(t))$
Output: $\bar{E}_d(t, k) \forall 1 \leq k \leq N$

if $t == 0$ then
   $\tilde{E}_d(\Delta) = \infty$ \hspace{0.5em} $\forall 1 \leq \Delta \leq N$
if $t \mod L_1 == 0$ then
   $E_{S,d}(d) = \sum_{i=(d-1) \cdot L}^{d} E_S(t-i)$ \hspace{0.5em} $\forall 1 \leq d \leq N$ \hspace{0.5em} (S1)
   $\bar{E}_d(\Delta) = \sum_{i=1}^{\Delta} E_{S,d}(i)$ \hspace{0.5em} $\forall 0 \leq \Delta \leq N$ \hspace{0.5em} (S2)
   $\tilde{E}_d(\Delta) = \tilde{E}_d(\Delta) + \Delta \cdot \gamma$ \hspace{0.5em} $\forall 1 \leq \Delta \leq N$ \hspace{0.5em} (S3)
   $\tilde{E}_d(\Delta) = \min \{ \tilde{E}_d(\Delta), \bar{E}_d(\Delta) \}$ \hspace{0.5em} $\forall 1 \leq \Delta \leq N$ \hspace{0.5em} (S3)
   $\bar{E}_d(t, k) = \max_{0 \leq l < N-k} \{ \bar{E}_d(k+l) - \bar{E}_d(l) \}$ \hspace{0.5em} $\forall k \geq 1$ \hspace{0.5em} (S4)

Figure 4: Visualization of the daily energy prediction in Algorithm 1.

The linear optimization problem underlying subcontroller 1 is given below. With the help of the worst case energy predictions $\bar{E}_d(t, k)$ it is now possible to maximize the smallest energy $E_D(t+k \cdot L)$ for all $0 \leq k < N$ in the prediction horizon. However, only the first energy $E_D(t)$ is passed to subcontroller 2 and will be used during the next day.

maximize $J = \mu$ subject to: (subcontroller 1)

$E_D(t+k \cdot L) \geq \mu$ \hspace{0.5em} $\forall 0 \leq k < N$

$E_C(t+k \cdot L) = E_C(t) + \bar{E}_d(t, k)$ - $\sum_{j=1}^{N_k-1} (E_D(t+(j-1) \cdot L))$ \hspace{0.5em} $\forall 1 \leq k \leq N$

$0 \leq E_C(t+k \cdot L) \leq E_{max}$ \hspace{0.5em} $\forall 1 \leq k \leq N$

6.2 Short-term power saving

For a general control problem and a prediction $\bar{E}_d(t, k)$, the final state constraint of the lower control layer can be set to $\alpha(t) = E_D - \sum_{i=0}^{N_k-1} \bar{E}_d(t, i)$ in order to force the system to spend energy $E_D$ during the next day. Hence, the final state constraint $\alpha$ is calculated automatically by the upper layer.

For the example in LP (1), we found a more elegant solution. We have to ensure that the node uses no more than $E_D$ during the next day. In particular, we have to take into account a worst case situation where all energy used to drive $\tau_1$ and $\tau_2$ has to traverse the battery with conversion efficiency $\eta$. We can write

$e_1 \cdot L_1 \cdot \sum_{i=0}^{N_k-1} r_1(t+i) + e_2 \cdot L_2 \cdot \sum_{i=0}^{N_k-1} r_2(t+i) = \eta \cdot E_D(t)$

Furthermore, we want images to be transmitted within one
day. This real-time requirement accounts for the fact, that an image recorded more than one day ago may be of no use to the observer at the base station. Therefore, the sum of sensing \( r_1 \) and transmission rates \( r_2 \) most coincide at the end of the day, i.e. \( \sum_{i=0}^{N-1} r_1(t+i) = \sum_{i=0}^{N-1} r_2(t+i) \). Remembering that we still want to minimize the maximum unobserved time interval, we set the sensing rate \( r_1 = \frac{E_D(t)}{N \cdot (e_1 + e_2)} \) for all \( N_2 \) intervals of the next day. Like that, the only degree of freedom to be exploited by subcontroller 2 is when to transmit the images with rate \( r_2(t) \) in order to save as much energy as possible. Thus, we want to maximize the energy \( E_C(N) \) at the end of the day. For this setup, we can formulate the linear program to be solved by subcontroller 2 as follows:

\[
\text{maximize } J = E_C(N) \text{ subject to: } \quad \text{(subcontroller 2)}
\]

\[
\begin{align*}
\sum_{j=0}^{N_2-1} r_2(t+j) &= \frac{E_D(t)}{r_1 + r_2} \\
r_2(t+j) &\geq 0, \quad \forall 0 \leq j < N \\
E_C(t+k \cdot L) &= E_C(t) - \\
-k \cdot e_1 \cdot r_1 - e_2 \cdot \sum_{j=0}^{N_2-1} r_2(t+j) &+ \sum_{j=0}^{N_2-1} (e_2(t+j) - (1 - \eta) \sum_{j=0}^{N_2-1} \lambda(j)) , \quad \forall 1 \leq k \leq N \\
\lambda(j) \geq \bar{E}_2(t,j) - e_1 \cdot r_1 - \\
eg_2 \cdot c_1 \cdot r_1 - e_2 \cdot r_2(t+j) &\geq 0, \quad \forall 0 \leq j < N \\
M(t+k) &= M(t) + \\
\sum_{j=0}^{N_2-1} (r_1(t+j) - r_2(t+j)) &\leq M_{\text{max}}, \quad \forall 0 \leq j < N \\
0 \leq M(t+j) \leq M_{\text{max}}
\end{align*}
\]

To exploit the typical profile of solar light intensity during a day, an energy predictor \( \bar{E}_2(t,k) \) is needed which predicts the most probable light values for the next hours. In contrast to \( E_1(t,k) \), the hourly estimation \( \bar{E}_2(t,k) \) should keep a history of harvested energies and use a representative, average value as predictor.

7. EXPERIMENTAL RESULTS

We implemented the on-line controllers for the exemplary case study using the MATLAB toolbox in [6]. We opted for a storage efficiency of \( \eta = 80\% \). Measurements of solar light intensity during nearly 5 years recorded at [7] serve as energy input \( E_D(t) \). The time interval between two samples is 5 minutes, so we set the basic time interval \( T = 5 \text{ min} \). Using this data, we could extensively test the performance of our algorithms for time scales one usually wants to achieve with solar powered sensor networks.

7.1 Single Multimetric Controller

For the camera sensor application introduced in Section 4.3, a sensor node with a maximum storage capacity \( M_{\text{max}} = 1000 \) is used. In general, radio communication is the main energy consumer in sensor networks. Hence we choose \( e_1 = 0.1 \) and \( e_2 = 0.9 \) as energy demands of the two tasks. The energy offset \( \alpha(t) \) is set to 0 for all times \( t \). As in [9] and [5], we set the prediction horizon to \( H \cdot T = 24h \). Since it is of practical concern to keep the number of prediction intervals \( \bar{E}(t,k) \) as small as possible, we subdivided the horizon in \( N = 6 \) intervals of length \( L = 48 \). The energy prediction algorithm we used is the same as in [9] (with parameter \( \alpha = 0.5 \)). For this control problem, we compute the explicit solution via multiparametric programming.

![Figure 5: Single controller for (1) using average energy prediction \( \bar{E}(t,k) \).](image)

In Fig. 5, the generated controller is optimizing the sampling rate \( r_1 \) and the transmission rate \( r_2 \) during 7 days. During the first 5 days, the controller achieves to optimize the rate \( r_1 \) in spite of the unstable power supply \( E_D(t) \). Consequently, the stored energy \( E_C(t) \) is highly varying: It is increasing during day and decreasing at night. Also the transmission rate \( r_2 \) is oscillating around the sampling rate \( r_1 \). Since it is favourable to use energy when available, data is stored at night and transmitted during day. However, after two days with little sunshine, the controller is forced to suspend the sampling of data and achieves the worst objective value possible: Shortly before \( t = 4200 \), the sampling rate \( r_1 \) is set to 0 for 4 time intervals of length \( T \), i.e. for 20 minutes no image is transmitted to the basestation. The main reason for this breakdown is the averaging energy predictor \( \bar{E} \) which – per definition – is unable to foresee extreme situations. As illustrated in Fig. 5, an overestimation of the actually incoming energy \( E_D \) may deplete the stored energy quickly, resulting in an unpredicted performance degradation. From our experiments we know that the controller computed from (1) is unable to avoid these kind of break downs with the chosen predictor, independent of the length of the prediction horizon \( H \) and the number of intervals \( N \).

7.2 Hierarchical Control Design

Figure 6 depicts the performance of the hierarchical control approach. The simulation result is plotted for 22 days, covering also the 7 days of simulation period of the previous experiment. This time, the controllers successfully stabilize the sampling rate at \( r_1 \approx 1300 \). Depending on the season, we found that rate \( r_1 \) may slightly increase (in summer) or decrease (during winter). In any case, subcontroller 1 prevents the system to run out of energy and simultaneously maximizes the amount of energy \( E_D \) per day.

Table 1 summarizes the parameters and the implementation overheads of both control designs. To avoid unnecessary control overhead, subcontroller 1 is not activated every \( T = 5 \text{ minutes} \), but only once per day. We set the aging of
old data $\gamma = 100$ for the worst case prediction algorithm $E_1 \cdot T$.
For the lower control layer, the prediction algorithm from [9] has been used, again with a factor $\alpha = 0.5$.

Concerning the storage demand, the numbers given in Table 1 are obtained for the efficient representation of the control laws proposed in [2]. The hierarchical approach yields a substantial reduction of the storage requirement of $83\%$. In terms of physical memory, the storage demand is reduced from 55,3 Kbyte to 9,4 Kbyte using a 16 bit integer representation per coefficient. This reduction makes the algorithms applicable to commonly used sensor nodes like the Tmote Sky [8], which exhibits 48 Kbyte Flash ROM or the BTnode [1], with 128 Kbyte.

Since the daily energy estimation and subcontroller 1 are only activated once per day, their influence on the computation demand is neglectable. The overall reduction of the worst case computation demand is 91,0\% compared to a single controller. Here, worst case refers to the situation where the currently active region is the last one to be checked (cp. Section 5). The dimensions of the control laws of subcontroller 1 and 2 are of similar order as those analyzed and implemented in [9]. In our implementation on a BTnode [1], we measured a worst case computation time $< 190$ ms for subcontroller 2, yielding a neglectable control overhead every $T = 5$ min.

8. CONCLUSION

We have successfully designed and evaluated a hierarchical control design which is tailored to the requirements of sensor nodes. Due to its worst case design, the upper control layer prevents the sensor node from running out of energy.

On the lower control layer, we have shown how power saving techniques can work efficiently if stability of the operation is guaranteed by the layer above. Simultaneously, the reformulation of the control problem into two subproblems yields a significant reduction in on-line complexity. All methods are supported by extensive simulation results which are based on long-term measurements of solar energy. By implementing the found control laws on a sensor node, we demonstrate that our methods are well-suited for resource-constrained systems.
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