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Abstract

The evaluation of extra-functional properties of embed-
ded systems, such as reliability, timeliness, and energy con-
sumption, as well as dealing with uncertainty, e.g., in the
timing of events, is getting more and more important. What
are the models and approaches to analyze such properties
in a reliable way? We survey some main developments and
trends in the modeling, and the analysis of these aspects and
stress the importance of approaches that tackle both extra-
functional, as well as correctness aspects.

1 Introduction

Embedded systems are subject to complex and perma-
nent interactions with their – mostly physical – environ-
ment via sensors and actuators. Typically, embedded sys-
tems do not terminate and interaction usually takes place
with multiple concurrent processes at the same time. Re-
actions to the stimuli provided by the environment should
be prompt (responsiveness), i.e., the system has to “keep
up” with the speed of the processes with which it interacts.
Due to its safety-critical character, the integrity (i.e., cor-
rectness) of generated outputs is vital. As embedded soft-
ware executes on devices where several other activities go
on, non-functional properties such as efficient usage of re-
sources (e.g., power consumption) and robustness are im-
portant. High requirements are put on performance and de-
pendability, since the embedded nature complicates tuning
and maintenance.

Errors in embedded systems can be costly and catas-
trophic. Dramatic examples from the recent past are known.
The fatal defects in the control software of the Ariane-5 mis-
sile and the Mars Pathfinder are renowned by now. The bug
in Intel’s Pentium-II floating-point division unit in the early
1990s caused a huge financial loss, and severely damaged
Intel’s reputation. Correctness of embedded software is thus
of vital importance.

Our Focus In order to capture errors and quantitative as-
pects as early as possible in the design trajectory we fo-
cus on model-driven system development. Ideally, this al-
lows engineers to (graphically) model the requirements, be-
haviour and functionality of embedded systems. We firmly
believe that a highly integrated approach toward the mod-
eling and analysis of functional, as well as extra-functional
aspects is essential within this model-driven design frame-
work. A single model that captures both aspects in a coher-
ent manner avoids the presence of inconsistensies that can
easily arise when multiple systems views are spread over
various different models. In addition, correctness and extra-
functional aspects are inextrably related. As most (if not
all) quantitative aspects of embedded systems are subject to
random phenomena, e.g., failures of components, response
delays of environment, and battery depletion, our focus is
on techniques in which stochastic elements are dominant as
opposed to e.g., models that use nondeterministic timing.

2 Modeling Techniques

Standard Models A large variety of stochastic models
exists that mainly differ in the assumed distributions that
determine state residence times. Markov chains are one of
the most popular models for the evaluation of performance
and dependability of information processing systems. To
obtain performance measures, typically long-run or tran-
sient state probabilities of Markov chains are determined.
Sometimes the Markov chain at hand is equipped with re-
wards and computations involve determining long-run or in-
stantaneous reward probabilities. State residence times are
mostly assumed to be exponential, although generalizations
exist that are more liberal. Exponential distributions are
amenable to efficient numerical analysis and can be used for
many real-life phenomena. More general models are typi-
cally analyzed by simulation. To avoid the specification of
Markov chains directly at the state level, high-level model
specification techniques have been developed, most notably
those based on queueing networks, Petri nets, and stochastic
activity networks. With appropriate software tools support-
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ing these specification methods, it is relatively comfortable
to specify performance and dependability models of which
the underlying models have millions of states.

Need for Nondeterminism Timeliness and interaction
with the environment are main characteristics of embedded
software. Stochastic models that faithfully represent em-
bedded software thus need to be timed and open. Openness
entails that the behavior of the environment is underspec-
ified, and that interactions may be abstracted from. Non-
determinism is the technique par excellence for this pur-
pose. In addition, nondeterminism is essential for modeling
concurrency and as a means for abstraction where detailed
models are “collapsed” into smaller models. Extensions of
discrete and timed Markov chains that exhibit nondetermin-
ism, and that are amenable to compositional modeling are
interactive Markov chains [4] and probabilistic automata
[5]. These models have strong similarities with Markov
decision processes, models that are of major importance
in stochastic operations research, and automated planning
(e.g., robot control) in artificial intelligence.

Compositional Modeling Modeling large stochastic
discrete-event dynamic systems is a difficult task that typ-
ically requires human intelligence and ingenuity. To facil-
itate this modeling process, formalisms have been devel-
oped that allow for modeling such systems in a composi-
tional manner. This allows to construct models of sim-
pler components—usually from first principles—that can
be combined by appropriate composition operators to yield
complete system models. This property enables to en-
rich existing untimed specifications with random timing
constraints by just composition. The description of time
constraints can thus takes place in a modular way, that
is, as separated processes that are constraining the behav-
ior by running in parallel with an untimed (or otherwise
time-constrained) process [4]. Such approaches provide an
apparatus for compositional reasoning about the structure
and behavior of systems, and features abstraction mech-
anisms enabling the treatment of system components as
black boxes. More importantly, though, these formalisms
can be equipped with behavioural equivalences that, under
mild conditions, are substitutive, i.e., models can be simpli-
fied in a component-wise manner. Together with efficient
algorithms this allows for the component-wise minimiza-
tion of system models This paradigm originates from the
field of process algebras such as CCS, CSP, and LOTOS
and has been successfuly extended with stochastic aspects
in the last decade [3]. Lately, attempts have been persued
to link these combined approaches to system design lan-
guages, such as AADL, fault trees [2], UML Statecharts,
and VHDL. Interestingly enough, nondeterminism is a key
ingredient to enable the compositional modeling.

3 Analysis Techniques

Classical analysis techniques for extra-functional prop-
erties range from numerical, analytical, to simulative ap-
proaches. Popular industrial techniques for checking the
correctness of designs are peer review and simulation. In
practice, more time and effort are spent on verification than
on construction. Techniques are sought to reduce and ease
the verification efforts while increasing their coverage. For-
mal methods such as model checking offer a large poten-
tial to obtain an early integration of verification in the de-
sign process, to provide more effective verification tech-
niques, and to reduce the verification time. More impor-
tantly, though, recent advancements to model checking pro-
vide ample means to determine performance and depend-
ability guarantees of stochastic models.

Properties are specified in a notation that has its roots in
logics, and allows for the specification of functional prop-
erties such as safety (“is the system never in a bad state”),
liveness (“is the system eventually in a good state”), and
fairness constraints that typically rule out unrealistic sys-
tem behaviours, while, in addition, typical extra-functional
properties can be specified in an unambiguous and lucid
manner. The use of logics yields an expressive framework
that allows to express well-known measures, but also (new)
intricate and complex performance guarantees. Given a pre-
cise description of the desired guarantee, all states in the
Markov chain are determined that surely meet the property.
This is done in a fully automated way. The power of this
technique is that no matter how complex the logical guaran-
tee, it is automatically checked which states in the Markov
chain satisfy it. Neither manual manipulations of models
(or their high-level descriptions) are needed, nor the knowl-
edge of any numerical technique to analyze them efficiently.
This applies to any Markov chain of any structure specified
in any high-level formalism [1]. These advantages have led
to the adoption of model checking for quantitative analysis
in several tools such as CADP, Statemate, and GreatSPN.
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