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Abstract 6
Down
We address the design of complex monolithic systems, i 16
where processing cores generate and consume a varying calculatioy — 313 [Vop
and large amount of data, thus bringing the communication 157 i,
links to the edge of congestion. Typical applications are Arithmetic ) — | 253
in the area of multi-media processing. We consider a mesh- —LBeeer] 16 reconst™30; | samp
based Networks on Chip (NoC) architecture, and we explore | %™ *°
the assignment of cores to mesh cross-points so that the traf ] length |1 longth | 5557 ‘s"cvjfeﬁ g,gggm% iQuant }3_5% 'DCT‘
fic on links satisfies bandwidth constraints. A single-path decodey © | decode . w
deterministic routing between the cores places high band-
width demands on the links. The bandwidth requirements IS

can be significantly reduced by splitting the traffic between
the cores across multiple paths. In this paper, we present Figure 1. Block diagram of Video Object Plane
NMAP, a fast algorithm that maps the cores onto a mesh  Decoder, with communication BW (in MB/s).
NoC architecture under bandwidth constraints, minimizing
the average communication delay. The NMAP algorithm is
presented for both single minimum-path routing and split-
traffic routing. The algorithm is applied to a benchmark
DSP design and the resulting NoC is built and simulated
at cycle accurate level in SystemC using macros from the
xpi pes library. Also, experiments with six video process-
ing applications show significant savings in bandwidth and
communication cost for NMAP algorithm when compared
to existing algorithms.

SoCs is increasing. The aggregate communication band-
width between the cores is in the GBytes/s range for many
video applications. In the future, with the integration of
many applications onto a single device and with increased
processing speed of cores, the bandwidth demands will
scale up to much larger values [3]. As an example of a me-
dia processing application, a Video Object Plane decoder
[7] is shown in Figure 1. Each block in the figure cor-
responds to a core and the edges connecting the cores are
] ) labeled with bandwidth demands of the communication be-

Keywords: Systems on Chips, Networks on Chips, tween them. As seen from the figure, the bandwidth de-
cores, mapping, bandwidth, routing. mands are in the order of hundreds of MBytes/s.

i Networks on Chip can be designed in different ways, ac-
1 Introduction cording to the network architecture and protocol choice. In
this paper, we limit our considerations moesh/torusmet-

Present and futur8ystems on ChiSoC) are designed works and topacket-switchedata transmission. Note that
using preexisting components such as processors, DSPsyur techniques are not limited to mesh topologies, but we
memory arrays [1], which we catiores The use of stan-  stick to this restriction to be more specific in this paper.
dard hardwired busses to interconnect these cores is noPacket switching leads to better link utilization. Nevetth
scalable. To overcome this probleMetworks on Chips less, packet switching with single-path deterministictrou
(NoCs) have been proposed and used for interconnectingng places high bandwidth demands on the network links.
the cores [2, 3, 4] and replacing dumb physical routing. The By allocating higher bandwidth across the links of the NoC,
use of on-chip interconnection network has several advan-more energy is dissipated. Thus, it is important to balance
tages, including better structure, performance and medula the bandwidth needs across the different links. In this pa-
ity. per we apply packet switching in both single and multi-path

In several application domains, such as multi-media pro- routing, where the traffic between two end-nodes is split
cessing, the bandwidth requirement between the cores iracross many paths.
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The overall objective of this research is to show how to cores onto a mesh NoC, so that the links support the desired
automatically map cores to a network architecture. In par- message transfer. This paper describes only this important
ticular, we consider mesh/torus topologies, and the map-problem, that is formalized in the next section. The paral-
ping of cores to their cross-points. We describe a mappinglelization of the application, and the assignment of kesnel
algorithm called NMAP that satisfies the bandwidth con- to processors, can be done with known methods (e.g. [6])
straints of the NoC and minimizes the average communica-and are not described in this paper.
tion delay. The algorithm supports both single-minimum-
path routing and split-traffic routing. The mapping of cores 4 pMathematical Formulation of the Mapping
is done at a high level of abstraction (based on average traf- Problem
fic between the cores), so that fast exploration of the de-
sign space can be performed. The SystemC code gener- o .
ated by the tool can then be simulated to accurately evalu- | he communication between the cores of the SoC is rep-
ate the chosen mapping. To validate our method, we applyr€Sented by theore graph
the NMAP algorithm to a DSP system designed in SystemC pefinition 1 The core graph is a directed grapti(V, E)
and we construct the network around the cores using macrosyith each vertex;; € V representing a core and the di-
from thexpi pes library [9] that has parameterizable Sys- rected edgéwv;,v;), denoted as; ; € F, representing the
temC components for network elements. A cycle accuratecommunication between the coresand v;. The weight
simulation of the resulting NoC architecture validates our of the edge; ;, denoted by:omm; ;, represents the band-

design approach. We also apply the NMAP algorithm to width of the communication from to v;.
six other video processing applications, which show signif '

icant reduction in bandwidth requirements and communica- 1 he connectivity and link bandwidth of the NoC is repre-

tion costs when compared to existing realizations. sented by th&loC topology graph
Definition 2 The NoC topology graph is a directed graph
2 Previous Works P(U, F) with each vertex,; € U representing a node in the

topology and the directed edde;, u;), denoted as/; ; €

F representing a direct communication between the vertices
We refer the reader to several recent surveys (2, 3, 4, 5],, andw.. The weight of the edgg ;, denoted bypw; ;
0 e 1 1,71

on NoCs for pointers to recent research and development : ;
This paper deals with a specific graph embedding problem’represents the bandwidth available across the efige

which is intractable [10]. The mapping of clusters onto the ~ The core graph of the decoder in Figure 1 is shown in
physical topology of processors has been studied in the fieldFigure 2(a) and the NoC graph foi 6-node mesh is shown
of parallel processing [11, 12]. In [12], PMAP, a two-phase in Figure 2(b). The mapping of the core gra@llV, £) onto
mapping algorithm for placing clusters onto processors is the processor grapR(U, F') is defined by the one-to-one
presented. The mappings produced by the PMAP algorithmmapping functiomap:

are shown to have lower communication costs than map-
pings with previous algorithms.

The mapping of cores onto NoC architecture presents
new challenges when compared to the mapping in parallel
processing. A major difference is that the traffic require-
ments on the links of a NoC are known for a particular ap- . . .
plication, thus the bandwidth constraints in the NoC archi- 'S reated as a flow of single c]?mmodlty, representedas
tecture need to be satisfied by the mapping. k=1,2,-- -_|E|_. The value ol represents the bandwidth

In [8], a branch and bound algorithm is proposed that Of communication across the edge and is denoted ).
maps cores onto a tile-based NoC architecture satisfyimg th The set of all commodities is represented Dyand is de-
bandwidth constraints and minimizing the total energy con- fined as:
isumtptiont.hln oqtrhaﬁlproach,_g\_/ﬁ co?sidﬁrt'_thetm?fpping prob- { d* ol (d¥) = comm, j,k =1,2,---|E|,Ve;; € E,}
em together wi e possibility of splitting traffic among = ; kY _ _ kY _
various paths, thus easing the satisfaction of bandwidih co with source(d”) = map(vi), dest(d”) = map(vzj)
straints and providing a more efficient solution.

map:V — U, stmap(v;) = u;j,Vv; € V,3u; € U
1)
The mapping is defined whel | < |U|. An example map-
ping of the decoder is shown in Figure 2(c). The communi-
cation between each pair of cores (i.e. each eggec F)

The bandwidth constraints are represented by the inequal-
ity:
3 Methodology |E|
ol < bwiy, Vijel,2,, U ()

As a starting point we assume to have an application that k=1
needs to be mapped onto a SoC populated by cores. NexEor single minimum-path routing;¥ ; are obtained by the
we assume that the application has parallel kernels, and thafollowing equation: )
the kernels have been associated with processing cores. By
means of static analysis or simulation, it is possible to de- & _ [ wl(d¥),if f;; € Path(source(d*),dest(d¥))
termine the average/mean size of the messages exchanged’ 0 , otherwise
among cores and their frequency. Our problem is to map the 4)



(a) Core graph (b) NoC graph (c) Mapping

Figure 2. Mapping of Core graph onto NoC graph

where the sePath(a, b) represents the set of links thatform commodity, as the shortest path between the source and

the shortest path between the mesh nedssdb. For multi- destination lies within the quadrant between them. The
path routing with traffic splitting, the value mdfj are ob- shaded region in Figure 2(c) is an example quadrant graph
tained from the following set of equations: for the commodity with source14 and destinatiorv9.
|Adji| |E| |Adji| |E| |E| initialize(G(V, E),P(U, F)){
Vi ko= 2k = low" initialize Placed(W, H) to ¢;
; ; bAGD) ; ; Adi()-e ; / assign the vertex with max communication
(5) requirements irG(V, E) to mazs;
where assign the vertex with maximum neighbors in
P(U, F) to maxt,;
vl(d®) ,if source(d) = u; map(mazs) = mazt;
flow’C = -vl(dk)  if dest(dk) = (6) removemaxt from P, maxs from G and add
0 , otherwise mazxt to Placed(W, H),
While(V| > 0){
andAdj; is the set of adjacent mesh nodes:pf Equation 5 assign the vertex it with maximum comm
represents the conservation of flow, i.e. the sum of the flow with Vw; € W, tonewts;
coming into a node and sourced by the node equals the sum for Vu; € P(U, F) andw; € Placed(W, H)
of the flow going out of the node and sinked by that node. commcost(u;) + = COMMyperrs map—1 (w;)
x [zdist(wi, w;) + ydist(ws, w;)];
5 Mapping with Minimum-Path Routing ?fj’;g(%gh:mﬁﬂ;m costiomertt
removenextt from P, nexts from G and
In this section, we present the mapping algorithm that addnexts to W;}
uses minimum-path routing between the cores in the mesh returnfnap, Placed(W, H));}

architecture. As the problem is intractable, we use a heuris

tic approach that has three phases: an initialization phaserpen pijkstra’s shortest path algorithm is applied to the
that computes an initial mapping, followed by the second q,adrant graph and the minimum path is obtained. The
phase, where minimum path computations are performedgqge weights are incremented suitably and the procedure
In the last phase, the initial solution is iteratively imped s repeated for each commodity in order. After routing all
by invoking the second phase for each pair-wise swappingcommodities, if the bandwidth constraints in Inequality 3

of vertices. In the ni ti al i ze() routine, the core that 516 gatisfied, the cost of communication is calculated. The
has maximum communication demand is placed onto one.ommunication cost is given by:

of the mesh nodes with maximum number of neighbors.

Then for each core yet to be mapped, the core that commu- |E|

nicates most with the already mapped cores is selected. The .ommecost — Z ol (d¥)dist(source(d®), dest(d")) (7)
core is placed onto the mesh node that minimizes the com- Pt

munication cost with mapped cores. This best mesh node

is obtained by examining every available node in the mesh.where dist(a,b) is the minimum number of hops be-
The procedure is repeated until all the cores are mappedtween nodes: and b. This is a heuristic procedure to
The short est pat h() routine performs the minimum  find the minimum paths in the NoC. Finding the short-
routing. The commaodities are sorted in decreasing order ofest paths can also be formulated as an Integer Linear
the value of their flows. For each commodity, a quadrant Program (ILP), but the time taken by the ILP is of the
graph is formed between the source and destination of theorder of minutes (the above procedure completes in



few seconds and the solution obtained is experimentally MCFL1:

observed to be withinl0% of the solution from ILP).

shortestpathitlaced(W, H)){
initialize edge weights oPlaced with total comm
BW for adj nodes andhazvalue for others;
sort commodities irD with decreasing comm costs;
for each d* € D dof{
make quadrant grap@(d*) with source(d*)
anddest(d") as end vertices;
Path(source(d®), dest(d*)) = minpath@Q(d*));
increase edge weigths for edgesitath by vl(d"*);}
if BW constraints are satisfied, find the
comm cost and store it itost;
else assigmazxvalue to cost;
returngost); }

The routine mappi ngwi t hsi ngl epat h() finds the
best mapping obtained by pair-wise swapping of vertices
invoking shor t est pat h() routine O(U?) times. The
worst-case computational complexity of the entire algo-
rithm is O(|U|? E log | F).

mappingwithsinglepatii{(V, E), P(U, F)){
S(A, B) = makeundirected(G(V, E));
initialize(S(A, B), P(U, F));
bestcommcost = shortestpatii®laced(W, H));
assign Placed to Bestmapping;
fori=1to|U| dof
forj=i+1lto|U| do{
assignPlaced(W, H) to Ptemp(tW,tH)
swapping vertices; andw;;
find commcost = shortestpati®temnp(tW, tH));
if (commcost < bestcommcost) assignPtemp to
Bestmapping andcommcost to bestcommecost;}
assignBestmapping to Placed;}
returnbpestcommecost, Bestmapping);}

6 Mapping With Traffic Splitting

In this section, we present the NMAP algorithm split-

ting the traffic across multiple paths between the source
In the first phase

and destination for each commodity.
of the algorithm, an initial mapping is obtained using the
initialize() routine presented in Section 5. In the

next phase, mappings obtained by pairwise swapping of
vertices are evaluated to get a mapping that satisfies the |Adji| |B|
bandwidth constraints. Once such a mapping is obtained, '
mappings with pairwise swapping of vertices are evaluated

to find the mapping with the best cost.

In order to obtain a mapping that satisfies bandwidth

constraints, the following set of Multi-Commodity Flow

Ul U]

min:zz 8ij

i=1 j=1

1]
k .o
S.tZwi_’j - s < bw;j, Vi,jel,2,---,|U|
k=1
|Adj;| |E| [Adji| |E| |E|
. k k _ k
Vi DD Thaga) — D D Thaa = ) flow
j=1 k=1 j=1 k=1 k=1

5 (8)
Thes; ; are slack variables and signify the amount by which
bandwidth constraints are violated. By reducing the sum of
slack variables, mappings that reduce the amount by which
bandwidth constraints are exceeded are obtained. Once a

*mapping that satisfies bandwidth constraints is obtained, a
second set of MCF equations (MCF2) are solved in order to
obtain a mapping with the best cost:

X Z 0, Si,j 2 0 Vi,j,k

MCF2:
Ul Ul |E|
min:» > ol
i=1 j=1 k=1
|E|
sty af; < bwiy, Vi,je1,2,-,|U]
k=1
|Adji| |E| |Adj;| |E| |E|
k k o k
Z invAdji(j) - Z Z%,Wﬁ,i = Zfl"w
j o k=1 o k=1 k=1
zy; > 0 Vi, gk (9)

where, the objective is to minimize the total communi-
cation cost, which is given by the sum of the flow of
commodities through all the edges of the NoC graph.
To solve these multi-commodity flow equations, we use
| p_sol ve [14], a linear programming solver. The
mappi ngwi t hspl i tting() routine implements these
three phases.

For SoC applications that require low jitter (the time be-
tween the delivery of adjacent packets), the traffic between
the cores can be split across multiple minimum paths, in-
stead of all paths, so that the packets traveling in the dif-
ferent paths have the same hop delay. To achieve this, we
can restrict, j in Equation 5 for each commoditif’ to lie
within the quadrant formed by the source and destination of
d*, i.e. Equation 5 can be rewritten as:

|Adjs| |E| ||

= 2 > g =D flowt,
k=1 k=1

j
(10)

>

J

k
Z T3, Adj; (5)
k=1

Vi, Adj; (j) € Q(d¥)

(MCF) equations are evaluated. The MCF1 are used to ob-Splitting the traffic increases the size of the routing ta-
tain a feasible mapping from the set of mappings obtainedbles at each node of the NoC. As each core communicates

by pairwise swapping of vertices.

with only few other cores, even with split traffic routingeth



mappingwithsplittingG (V, E), P(U, F)){
S(A, B) = makeundirected(G(V, E));
initialize(S(A, B), P(U, F));
bestslackcost = MCF1(Placed(W, H));
assignbestcommcost t0 maxvalue;
if (bestslackcost = 0){

assigntrue to bwceonstsatis fied,
bestcommcost = MCF2(Placed(W, H));

assignPlaced to Bestmapping;} U ——— - wwn wwac | beo
fori=1to|U| dof
forj=i+1to|U] dof Figure 3. Communication costs for six video
assignPlaced(W, H) to Ptemp(tW,tH) applications for the mapping algorithms

swapping vertices; andw;;
if (bwconstsatisfied = false){

find slackcost = MCFL(Ptemp(tW, tH)); Table 1. Cost Table 2. Communica-

if (slackcost = 0) assignPtemp to Placed and and BW Ratio tion Cost Ratio

bwconstsatis fied to true;

else if(slackcost < bestslackcost) assignslack App cstr | bwr no! PBB | NMAP | rat.

elsce({)st to bestslackcost, Ptemp to Bestmapping;} m(f)pec(];]4 igé gi? >5[ 7540 2892 | 154

find commcost =MCF2(Ptemp(tW,tH)); pip 1.10[ 2.00| | 35| 11204| 6959 | 1.61

if(commcost < bestcommcost) assignPtemp to mwa | 1.52| 2.07 | | 45 | 21820| 11820 | 1.85

Bestmapping,commecost to bestcommcost; } } mwag | 1.51[ 1.80 i
assignBestmapping to Placed;} dsd 1.731 2.13 55| 28741 | 16987 | 1.69

returnbpestcommecost,Bestmapping);} Avg 1471 2.13 65 | 41667 | 23649 | 1.76

number of bits occupied by the routing tables is less than MiNiMum-path routing for PMAP, GMAP and NMAP, rout-

10% of the total number of bits for the network buffers, a N9 With traffic splitting across minimum paths for NMAP
small overhead for the bandwidth savings obtained. The (NMAPTM) and routing with traffic splitting across all
results of the algorithms are given in the next section. paths for NMAP (NMAPTAF. The graph shows significant

reduction in bandwidth needs with traffic splitting. The ra-
tio of average cost and bandwidth requirements of PMAP,
7 Simulation Results GMAP and PBB with the cost and bandwidth requirements
of NMAP (with split-traffic routing) is given in Table 1. The
NMAP algorithm results in an average of 53% savings in
bandwidth needs. For same bandwidth constraints, there is
32% reduction in cost for the example applications.

We simulated the NMAP algorithms for core graphs For small number of cores, PBB gives good perfor-
of six video processing applicationsMPEG4 decoder  mance, comparable to NMAP, as large part of the solution
(mapped onto 14 cores)ideo Object Plane Decoder space is searched. As the number of cores scale up, NMAP
(OPD-16 cores), Picture-In-Picture application (PIP-8  produces mappings that give significant reduction in com-
cores),Multi-Window Application(MWA-14 cores),MWA munication cost when compared to PBB. Random graphs
with Graphics(MWAG-16 cores) andDual Screen Display  with large number of cores (the number of cores varied from
(DSD-16 cores), the last four being high-end video applica- 25 to 65) were generated using the graph package LEDA
tions [15]. We also implemented the PMAP algorithm [12], [16]. Table 2 shows the savings obtained by NMAP algo-
the greedy mapping algorithm (GMAP - the algorithm for rithm when compared to PBB.

UBC calculation in [8]) and the partial branch-and-bound
algorithm (PBB) presented in [Bfor comparison. 7.2 DSP Filter Design
Figure 3 shows the minimum communication cost for

the applications with the same bandwidth constraints for  \ye applied the NMAP algorithm to a DSP Filter design

all algorithms. As seen from the figure, NMAP and PBB ity six cores (refer Figure 5(a)). The cores are modeled
perform well for all applications when compared to the i, gystemC and the design is simulated at the transaction
other algorlthms. Figure 4 shpws the minimum bandwidth Hevel. The resulting core graph is used by the NMAP al-

needed to satisfy the communication bandwidth demands o gorithm to produce a mapping onto the mesh NoC archi-
the applications with dimension ordered routing for PMAP tecture. Once the mapping is obtained, the network com-
and GMAP (referred to as DPMAP and DGMAP), single ponents (routers, links, etc) are added to the design. For

7.1 Experiments with Video Applications

1We monitored the queue length as explained in [8] so that BB P 2As bandwidth for NMAP and PBB is same for dimension orderetl an
algorithm ran for few minutes. minimum path for these examples, we only present for min pAP.
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Table 3. DSP NoC Design Results

SW area| 1.08mm? || minpBwW | 600MB/s
SW del 7cy splitBW | 200MB/s
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