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Abstract

We present a coverage metric which evaluates the testing of a set of interacting concurrent processes. Existing behavioral coverage metrics focus almost exclusively on the testing of individual processes. However, the vast majority of practical hardware descriptions are composed of many processes which must correctly interact to implement the system. Coverage metrics which evaluate processes separately are unlikely to model the range of design errors which manifest themselves when components are integrated to build a system. A metric which models component interactions is essential to enable validation techniques to scale with growing design complexity. We describe the effectiveness of our metric and provide results to demonstrate that coverage computation using our metric is tractable.

1. Introduction

Simulation-based validation is necessary to verify practical hardware designs today because simulation can be performed for much larger designs than can be considered using formal verification techniques. Validation using simulation requires the development of a test sequence which can reveal design errors which may be present. Test generation may be performed automatically or manually, but in either case there is a strong need for an empirical measure of the effectiveness of a test sequence. A measure of test effectiveness acts as a completion criterion for the test generation process. Such a measure also provides information about which aspects of the design are as yet untested; this information is used to direct the test generation process toward the detection of unrevealed design errors. A measure of test effectiveness is typically referred to as a coverage metric and many coverage metrics have been developed for both hardware and software testing [19, 12, 1]. Coverage metrics define a set of criteria which must be satisfied during simulation to ensure detection of design errors.

A range of different coverage metrics have been developed for use at different design abstraction levels, (i.e. gate-level, register-transfer level, state machine, behavioral) and to describe different types of errors (i.e. physical, control-flow, dataflow). We are interested in a coverage metric at the behavioral level because the behavior is the earliest stage at which an executable design description is available which can be evaluated automatically. Detecting design errors early in the design cycle reduces the expense of the redesign needed to correct an error.

All practical system designs are built from a set of interacting concurrent processes, but almost all existing behavioral coverage metrics consider the testing of processes individually. This is problematic because design errors are most likely to be found in the interaction between multiple components, rather than in any single component. A hierarchy is always imposed on the design process in an effort to improve productivity by partitioning the responsibilities of different designers. The use of intellectual property exemplifies this practice by completely separating the design of a component, possibly outsourcing it to a different company.

Partitioning the design provides an abstraction, hopefully allowing the system designer to ignore details of the components. The disadvantage of the use of this abstraction is that it is difficult for one designer to understand the complex interactions between all components. This problem is most acute with the use of intellectual property because the detailed design information is likely to be hidden from the system designer. Design errors which appear as a result of the interaction between components are likely to occur and difficult to detect.

Existing metrics are applied to multi-process designs by first combining all processes into a single, complex behavioral description. For example, state coverage is a state machine metric which requires that all states are entered dur-
ing simulation. State coverage can be applied to a multiprocess design by computing the cross-product machine of all of the processes, and then requiring that each state in the cross-product machine is covered. The problem with this approach is not only that the cross-product machine is large, but also that the vast majority of the cross-product machine is redundant in most cases [13]. Use of a cross-product machine implicitly assumes that the individual processes are independent, but this is never true. As a result the cross-product machine will contain many states and transitions which can never be executed. Coverage values for a cross-product machine will be deceptively low because the majority of the state space cannot be explored.

A behavioral coverage metric which focuses on the interaction between processes is needed but coverage computation must be tractable. The number of interactions cannot be too large to enable fast analysis. The set of interactions considered must be pruned to contain only those which are not redundant and which are most likely to reveal design errors.

We present a coverage metric which evaluates the validation of the interactions between processes. We model the behavior of each process as a control-flow graph (CFG) and we assume that executing all control-flow paths in a single process is sufficient to validate that process. An interaction is described by a set of paths in different processes, executed in sequence. In the worst case the set of potential interactions could be as large as the cross-product of the sets of paths in the individual machines. This potential problem is addressed by identifying path pairs which conflict because the signal assignments of the first path violate the control-flow conditions of the second path. Additionally, path pairs are only considered as interactions if the second path is directly dependent on the first path via a shared signal. Our results show that when these restrictions are considered, process interactions can be validated with low time complexity.

The remainder of the paper is organized as follows. Section 2 describes related work in coverage metrics and interacting machines. Our formal definition of an interaction is described in Section 3 with the criteria for interactions which are important for validation. The system which we have implemented to compute interaction coverage is presented in Section 4. Experimental results are shown in Section 5 and Section 6 summarizes the key points of the coverage metric.

2. Related Work

A coverage metric defines a set of coverage goals which must be satisfied during simulation. Ideally, satisfaction of all coverage goals should indicate that all possible design errors are detected. A coverage metric can be used to evaluate a test sequence by determining the fraction of coverage goals which are satisfied when the design is simulated with the test sequence.

Existing coverage metrics have their origins in either the hardware [19] or the software [1] domains. Finite state machines (FSMs) are the classic method of describing the behavior of a sequential system and fault models have been defined to be applied to state machines. State machine coverage metrics assume that a design error impacts the structure of the state machine, the states and the transitions between them. The commonly used fault models [2, 17, 16] are the state coverage model which requires that all states be reached, and transition coverage which requires that all transitions be traversed. The problems associated with state machine testing are understood from classical switching theory [14] and are summarized in a thorough survey of state machine testing [15].

A number of coverage metrics are based on the traversal of paths through the CFG representing the system behavior. Applying these metrics to the CFG representing a single process is a well understood task. The application of CFG metrics to the behavior of an entire system would require that all component CFGs be merged into one. For this reason, CFG metrics are currently restricted to the testing of single processes. The earliest CFG coverage metrics include statement coverage, branch coverage and path coverage [1] models used in software testing. There are many notable uses of CFG coverage metrics for hardware validation [23, 11, 5, 25]. Many CFG coverage metrics consider the requirements for fault activation without explicitly considering fault effect observability. Researchers have developed observability-based behavioral coverage metrics [6, 8, 21, 22] to alleviate this weakness.

Interacting finite state machines are a computational model which has been used for hardware/software codesign [10, 3]. The majority of research on interacting FSMs has investigated synthesis optimization either using sequential don’t cares [24] or by identifying redundant faults [9]. Validation of an FSM network has been investigated in [13]. The problem addressed in [13] is the use of simulation to verify that a network of FSMs is equivalent to a given prototype FSM. The outputs of the prototype machine and the FSM network are compared while achieving 100% transition coverage on the prototype machine. The research in [13] is not applicable if a prototype machine does not exist for comparison.

Research in the field of software engineering has produced coverage metrics for the testing of concurrent software. In [20] a set of coverage metrics are formulated in terms of paths in the concurrency graph which represents the communication possibilities between threads. A set of testing criteria for rendezvous communication are presented in [18]. A metric for multi-threaded Java programs is presented [7] which requires that each method be interrupted...
by other methods in the same class. The relationship between these concurrency metrics and the detection of bugs in concurrent code has not been demonstrated empirically. In addition, the coverage produced by applying these metrics to benchmark systems has not been published. As a result, it is impossible to determine whether or not these earlier metrics actually correlate to bug detection.

3. Interaction Definition

The set of interactions must describe all of the ways in which the behavior of a set of processes can affect the behavior of another set of processes. For the purposes of this paper we will only consider interactions between pairs of processes. When considering only pairs of processes, the set of interactions must describe all of the ways in which the behavior of one process can impact the behavior of another set of processes. The execution of one process may impact the behavior of another process. The execution of one process may impact the behavior of another process can impact the behavior of another process can impact the behavior of another process. The execution of one process may impact the execution of another process through its effect on the global state, which in VHDL is the set of signals connecting the processes. The global state can be seen as the context in which a process is executed. To evaluate the interactions between processes we need to execute each control-flow path of each process in a range of different contexts. An interaction between two processes is a sequence of control-flow path executions, one path in the first process and one in the second. The interaction is of interest if the execution of the first process alters the context of the execution of the second process.

To formalize the notion of an interaction, we need to enumerate the set of all behaviors of a process. We will assume that the set of all control-flow paths in a process can be used to describe all of the possible behaviors of that process. We assume that there is a set of concurrent processes $T$, and that each process $t \in T$ has a set of control-flow paths $P_t$. Each path $p \in P_t$ is defined by a set of predicates encountered along the path in the CFG. The set of conditional predicates which are encountered and satisfied along a path $p$ is $C_p$. Without loss of generality, each conditional predicate $c \in C_p$ is expressed so that it is satisfied along the path $p$. For example, the VHDL in Figure 1a contains a path $p$ which involves two predicates which evaluate to FALSE, $b < 3$ and $c > 1$. Since we define $C_p$ to contain only conditional predicates which are positively asserted, both predicates are inverted, so $C_p = \{b < 3\}, \{c > 1\}$.

Each path $p$ contains a set of signal assignments $a \in A_p$, a set of signals $r \in R_p$ whose values are used in the path, and a set of signals $w \in W_p$ whose values are assigned in the path. For example, refer to the path $p$ in Figure 1a defined by predicates $C_p = \{b < 3\}, \{c > 1\}$. This path contains assignments $A_p = (y \leftarrow \text{in}), (x \leftarrow 5)$, it reads signals $R_p = b, c$, and writes signals $W_p = x, y$. Since we are only interested in interactions between processes, the sets $A_p$, $R_p$, and $W_p$ only involve internal signals which are used to communicate between processes. In Figure 1 this means that signals $a$ and $b$ and input and output ports $\text{in}$ and $\text{out}$ are not considered.

We refer to the set of all interactions between a pair of processes $t_1$ and $t_2$ as $I_{t_1,t_2}$. We define an interaction between a pair of processes as a sequence of paths, one in each process, $i \in I_{t_1,t_2} = (p_1, p_2)$, $p_1 \in P_{t_1}, p_2 \in P_{t_2}$.

3.1. Path Dependencies

The set of all interactions between a pair of processes $t_1$ and $t_2$ is a subset of the cross-product between $P_{t_1}$ and $P_{t_2}$. The set of all interactions should be a small subset of the cross-product because many path pairs are not interesting for testing purposes. Each interaction captures a functional dependency between the interacting processes. To capture dependencies, the second path involved in an interaction must be dependent on the first path in the sequence via a set of signals. This requirement is stated formally in Equation 1. An example of dependency can be seen between path $p_1$ in Figure 1a where $C_{p_1} = \{b < 3\}, \{c > 1\}$, and path $p_2$ in Figure 1b where $C_{p_2} = \{x > 2\}$.

An interaction is considered to be covered during testing if its two paths $p_1$ and $p_2$ are executed in sequence and no path $p_3$ is executed in between the paths which assigns a value to a signal which is both assigned by $p_1$ and read by $p_2$. This can be described using paths in Figure 1a and 1b. Consider two paths in Figure 1a, $p_1$ and $p_3$, where $C_{p_1} = \{b < 3\}, \{c > 1\}$ and $C_{p_3} = \{b < 3\}, \{c > 1\}$. Both paths $p_1$ and $p_3$ assign signal $x$ and therefore form interactions.

```
signal a, b, c, x, y : integer;
if (b < 3) then
  a := b;
else
  y := in;
end if;
if (x > 2) then
  out := y;
end if;
if (c > 1) then
  out := 1;
else
  x := 5;
end if;
```

Figure 1. VHDL example, (a) process 1, (b) process 2

$$DEP(p_1, p_2) \Rightarrow |W_p \cap R_{p_2}| > 0 \quad (1)$$

An interaction is considered to be covered during testing if its two paths $p_1$ and $p_2$ are executed in sequence and no path $p_3$ is executed in between the paths which assigns a value to a signal which is both assigned by $p_1$ and read by $p_2$. This can be described using paths in Figure 1a and 1b. Consider two paths in Figure 1a, $p_1$ and $p_3$, where $C_{p_1} = \{b < 3\}, \{c > 1\}$ and $C_{p_3} = \{b < 3\}, \{c > 1\}$. Both paths $p_1$ and $p_3$ assign signal $x$ and therefore form interactions.
3.2. Interaction Feasibility

In addition to the dependency requirement between the paths of an interaction, the interaction must also be feasible in terms of the possibility of executing the interacting paths in sequence. Consider an interaction involving the path \( p_1 \) in Figure 1a described by \( C_{p_1} = (b < 3), (c > 1) \) and the path the path \( p_2 \) in Figure 1b described by \( C_{p_2} = (x > 2) \). This interaction is infeasible because path \( p_1 \) cannot be executed immediately prior to the execution of path \( p_2 \). The path sequence \( p_1, p_2 \) is infeasible because \( p_1 \) assigns signal \( x \) to 1 while \( p_2 \) requires signal \( x > 2 \).

In general, an interaction between two paths \( p_1 \) and \( p_2 \) is infeasible if the signal assignments \( A_{p_1} \) collectively imply the inverse of one or more of the conditional predicates in \( C_{p_2} \). Identifying this condition in the most general way is intractable because the SATISFIABILITY problem can easily be reduced to it. Instead, we simplify the problem in a way which is sufficient to identify infeasible interactions in most practical designs.

A conditional expression can be easily evaluated if all of its signals and/or variables are bound to constant values. If all of the unbound signals of \( c \in C_{p_2} \) are assigned to constant values by some assignment \( a \in A_{p_1} \), then path \( p_1 \) is said to uniquely determine conditional expression \( c \). When a conditional is uniquely determined the evaluation of the conditional expression is trivial. We determine if an interaction between two paths \( p_1 \) and \( p_2 \) is infeasible by substituting the assigned signal values of \( p_1 \) into each conditional expression in \( p_2 \). If a conditional in \( p_2 \) is uniquely determined and evaluates to FALSE then the interaction is infeasible. This computation is stated formally in Equation 2.

\[
IF(p_1, p_2) \Rightarrow \exists c \in C_{p_2}, SUB(c, A_{p_1})
\]  

(2)

In Equation 2, the function \( SUB(c, A_{p_1}) \) evaluates to TRUE iff the conditional expression \( c \) is uniquely determined by path \( p_1 \) and \( c \) evaluates to TRUE upon substitution of its unbound signals with corresponding assignments in \( A_{p_1} \).

4. System Overview

We have implemented a system to compute interaction coverage. The structure of the system is shown in Figure 2. The system takes a behavioral VHDL description and a VHDL testbench as its inputs. Our implementation is currently limited to accept only VHDL which contains no structural constructs in the form of PORT MAP (except in the testbench) and no variable-length loops. The Path Analysis block in Figure 2 is the code which extracts the set of all control-flow paths in each VHDL process, and the set of all system interactions which are feasible. The VHDL is simulated with its testbench to generate trace information which indicates the control-flow paths executed at each time step. While we used Synopsys vhdlsim for simulation, any VHDL simulator could have been used. We manually inserted \texttt{write} and \texttt{writeline} statements into the VHDL description to generate trace information during simulation. The Trace Analysis step examines the trace information to determine which paths and interactions were executed during simulation, thereby computing interaction coverage and path coverage for comparison.

![Figure 2. Interaction Coverage System](image)

5. Experimental Results

We evaluate our interaction coverage metric by estimating its ability to model the detection of interaction-related design errors. We also estimate the detection ability of the traditional path coverage metric for the same set of design errors for comparison. We assume that an ideal coverage metric would exactly reflect the fraction of all possible design errors detected. We refer to the fraction of all possible design errors detected by a test sequence as the Error Coverage. Our interaction coverage metric can be evaluated by observing how close its coverage value is to the true error coverage for a given test sequence. Error coverage cannot be determined exactly because it would require the enumeration of all possible design errors. Instead, we approximate error coverage by injecting potential errors into a design, one at a time. An error is detected if the output sequence of its corresponding machine is different from the output of the correct machine. By sequentially simulating many erroneous machines we produce an estimate of the error coverage.

The accuracy of the error coverage is dependent on the nature of the errors which are injected into the design. Since
Table 1. Information about b12

<table>
<thead>
<tr>
<th>LOC</th>
<th>Processes</th>
<th>Signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>569</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2. Result Summary

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Paths</th>
<th>CPU (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td>76</td>
<td>3.18</td>
</tr>
</tbody>
</table>

our metric estimates the detection of error related to interactions between components, we restrict our error insertion to those which impact the signals which pass data between processes. This means that errors are not injected which directly impact the primary inputs, primary outputs, or the variables internal to each process.

The errors which we inject are signal assignments of the form $sig \leftarrow val;$, where $sig$ is an internal signal and $val$ is a value in the domain of that signal. Insertion of these errors models the impact of performing system design without complete and correct understanding of the operation of a component. An error reflects some operation performed by a process which was not considered during system design. These errors are inserted randomly but their insertion is restricted to those which produce correct VHDL; errors are inserted between the BEGIN and END of a process, and $sig$ is a signal which is assigned by the process in which the error is inserted.

5.1. Benchmark Information

We have evaluated our coverage metric by applying it to the b12 example which is part of the ITC99 benchmark suite [4]. The b12 example was chosen because it is composed of multiple concurrent processes, unlike the benchmarks earlier in sequence, b01 through b11. The b12 benchmark also does not contain structural constructs (i.e. PORT MAP) as do the largest benchmarks in the suite.

Information about the b12 benchmark is presented in Table 5.1. In the Table 5.1, LOC refers to the number of lines of VHDL code, Processes is the number of processes, and Signals is the number of signals in the example. Only signals which are used to communicate between processes are considered, so input and output ports are not counted.

5.2. Interaction Coverage Results

Table 5.2 presents a summary of the results of interaction coverage computation and path coverage computation for comparison. In the table, Paths is the total number of control-flow paths in the the individual processes and Interactions is the number of interactions which were found to be feasible and involved dependent paths. CPU is the CPU time required to perform Path Analysis and Trace Analysis on a 867MHz PowerPC G4 processor machine with 640MB RAM, running Mac OS X version 10.3.9.

Figure 3 shows the interaction coverage, path coverage, and error coverage results. The horizontal axis of the graph is the number of test patterns applied, and the vertical axis is the coverage percentage. Three curves are shown in Figure 3 which show interaction coverage, path coverage, and error coverage. Error coverage was computed by injecting 50 random errors. A total of 20,000 test patterns were applied. All input bits were random except for the reset and start input signals whose probabilities were reduced to prevent the system from being reset too frequently. After all test patterns are applied, the Interaction Coverage achieved is 56.4%, Path Coverage is 85.5%, and Error Coverage is 38.0% . The relative positions of the three curves in Figure 3 shows that interaction coverage consistently provides a much better estimate of error coverage than path coverage does.

6. Conclusions

We have presented a coverage metric to model the interactions between multiple concurrent processes. Interactions between complex components are difficult for any one designer to understand, making design errors related to component interaction difficult to detect. Our coverage metric
models the meaningful interactions between components, while ignoring those interactions which are infeasible or unlikely to reveal errors. In this way, the number of interactions for evaluation is reduced, making coverage computation tractable. The work presented in this paper is restricted to interactions between process pairs but it is easily extended to consider larger sets of interacting processes at greater computational expense.
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