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Categories and Subject Descriptors
D.2.5 [Software Engineering]: Testing and Debugging—
diagnostics, distributed debugging, error handling and 
recovery, tracing; 
C.2.1 [Computer-Communication Networks]: Network 
Architecture and Design—wireless communication

General Terms
Design, Experimentation, Management 
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1. Introduction
Software failures in wireless sensor systems are difficult to 
debug due to resource constraints and the wireless feature 
of the deployment. Therefore, it is important to provide 
developers with relevant information that enables 
monitoring and analysis of wireless sensor applications 
before a failure disables a node and makes the node 
irresponsive. 

Sensor networks monitoring applications generally 
consume resources steadily, so they may influence the 
performance of sensor networks and increase the traffic 
load of the networks. Most of the previous work [1,2,3,4,5] 
on sensor debugging and monitoring has focused on 
monitoring whole networks. In the real world, however, we 
often need to monitor a part or subset of the deployed 
sensor networks. 

In this demo, we show a mobile monitoring application, 
called Sensible Doctor, for sensor network diagnosis. The 
solution is applied to a restricted region of the network, 
which surrounds the mobile monitoring device. The 
network traffic is reduced to cover only the monitoring part 
of the network by adopting algorithms tailored to mobile 
monitoring. Sensible Doctor is implemented on the RETOS 
operating system [6] and provides system information, 
system profiling, remote application installation and 
network topology monitoring. 

2. System Design 
Sensible Doctor extracts information from the sensor 
network and diagnoses potential problems. The system 
helps to understand the possible problems the network may 
suffer from. 
2.1 Application Fault Detection 
Sensor networks have, in general, no display module to 
inform users of the status of sensor nodes. Application 
developers have the normally nontrivial task of debugging 
their applications. The developer may observe abnormal 
symptoms from the networks, but the problem can only be 
detected with partial clues. The observed symptoms reflect 
various causes of the problems at hand. Any malfunction in 
the application which has originated from the developer’s 
mistake can be detected by the operating system. 

Sensible Doctor supports a safety module which detects 
illegal operation of the application and reports this 
information to the kernel. Sensible Doctor manages system 
information such as the program counter and the stack 
pointer, so that the system reports the main cause of the 
fault. This can then be utilized for the debugging process. 
2.2 Network Fault Handling 
Although a cross-layer approach is common in sensor 
operating systems, the network stack usually consists of 
several layers. For any network problem, investigation of 
the system software components should be implemented to 
detect if the motes are physically connected, the operating 
system has enough resources, the wireless links are 
symmetric, or the routing algorithm is determining a proper 
routing path, and so on.  

Sensible Doctor abstracts the network stacks with four 
layers:  the system layer, link layer, routing layer and 
application layer. Each layer has a diagnosis tree to 
determine the cause of networking failure. Sensible Doctor 
displays the network topology and network traffic with 
possible causes of packet loss. 
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2.3 System Profiling 
Sensible Doctor continuously monitors the internal 
behavior of the system, such as resource requests of the 
application, the arrival of external events and sleep 
scheduling. The information is utilized for sophisticated 
functionalities, such as power management or real-time 
scheduling. Sensible Doctor gathers and accumulates the 
system information, which is provided to the profiling 
abstraction layer. Any system component is able to 
reference the information. For example, the diverse power 
management algorithm archives the previous activity of an 
application and decides which devices to shut down. Real-
time policy also requires system status, such as the 
response time of sensor devices and the run time of each 
procedure, to achieve their functionalities. The initial 
version of Sensible Doctor observes information such as 
patterns of network communications, requests to sensor 
devices and the computational costs of applications.  
2.4 Mobility Support 
Mobile monitoring is useful for most large-scale sensor 
deployments where the monitoring process of the entire 
network would cause severe network problems and too 
much complexity. By wandering though the network, a 
mobile monitor gathers information only on a particular 
region of the network. The monitoring node triggers sensor 
nodes surrounding it to report their data. The reporting 
group dynamically changes while the monitoring node 
wanders though the network. Messages for handling the 
reporting group should therefore be reduced. 
Mobile monitoring is an example of a mobile sink 
application. Movement of the mobile device frequently 
leads to changes in the reporting path.  Sensible Doctor 
deals with connections between neighbor nodes and also 
the position of the sink node, which is the mobile 
monitoring node. The tracing code is reduced, as only the 
sensor nodes surrounding the mobile monitoring node 
observe and update movement of the mobile node.  

3. Demonstration 
We demonstrate the functionality of Sensible Doctor using 
1 UMPC and 20 Tmote Sky motes running the RETOS 

operating system. Figure 1 shows the network topology of 
the testbed deployment and Figure 2 is a snapshot of the 
monitoring tool. 

Each node periodically delivers system information 
towards the sink and reports detailed information. The list 
of applications, resource usage and profile information of 
each application are retrieved if requested. To demonstrate 
how accurately and immediately the monitoring tool 
reflects the mobility of the mobile sink, we alter the 
topology while the UMPC moves around. Since Sensible 
Doctor detects application malfunctions, an errant 
application is installed into the system to demonstrate the 
functionality.
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Fig. 1. Demonstration setup Fig. 2. Snapshot of the monitoring tool 
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