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Abstract

Image registration is of great interest in video surveil-
lance because of its capability to combine images and gen-
erate a larger view of the area under observation, while
retaining all the information in the images. This paper
demonstrates a novel method for registering images ob-
tained from low resolution visual sensor networks. It uses
change detection as a tool for automatic identification of
control points which form the basis for registering images.

1 Introduction

Surveillance over particular restricted regions in places
such as museums, banks, etc is accomplished by the usage
of wireless multi sensors with overlapping fields of view
[1], [2]. In order to obtain a single image comprising infor-
mation content from all the sensors, without any loss, the
images have to be registered [3].

2 Image Registration Algorithm

2.1 Experimental Setup

The experimental set up consists of two visual sensors
along with a host machine. Each sensor comprises of a
Stargate sensor board along with the Phillips Logitech Pro
4000 web camera. The Stargate is a powerful single board
computer with enhanced communication and sensor signal
processing capabilities. It was developed by Intel and was
licensed to Crossbow for production [4]. The Stargate board
works on LINUX and also supports TinyOS based wire-
less sensor network technology. The web camera can take

images with an image resolution 1.3 MPixels. The sensor
board can communicate with the host machine in many dif-
ferent ways. The Stargate can be directly connected to a
host machine through a serial port by giving the board and
host machine a static IP address. This way the data from

Figure 1. This figure shows the stargate sen-

sor board and the web camera that form an

image sensor node.

the sensor can be accessed securely by the host machine.
The stargate board can also be connected to the internet us-
ing an RJ45 cable and it can be accessed by an internet
enabled host machine using MOTEVIEW, which is a GUI
used to view remote sensor images. In addition Stargate is
equipped with an IEEE 802.11a/b wireless card. For the ex-
perimental analysis, the sensor board was connected wire-
lessly to the host machine and the sensor board and the host
machine were assigned static IP addresses. The host ma-
chine used for the experiments was a HP Pavilion laptop,
with 2G RAM. The images received by the host machine
are registered using MATLAB. Figure 1 depicts a stargate
sensor board and a web camera.
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2.2 Image Acquisition and Change Detec-
tion

Let, I11, I12 be the images acquired by sensor S1 at time
instances t1 and t2 respectively. Let, I21 and I22 be the
images collected by sensor S2 at t1 and t2 time instances
respectively. Let D1 and D2 be the difference images such
that D1 = |I11 − I12| and D2 = |I21 − I22|. A threshold
Th1, as in [4], is used to generate images SD1 and SD2

with only significant image difference pixels in D1 and D2.
The changes in the overlapping region of fields of view of
the two sensors, if any, are reflected in both the difference
images.

2.3 Control Point Selection

SD1 is called the base image and SD2 is called the ref-
erence image. Each image is logically divided into blocks
and if a block contains a significant pixel, then the num-
ber of other significant pixels in its neighborhood window
is counted. If the count exceeds a threshold, then the point
is marked as a potential control point. Once all the potential
control points, if any, in a block are identified, the one that
has the largest sum of intensity change in its neighborhood
is selected as a control point. In this way, the control points
for the two images are found. Let C1i be the control points
obtained from SD1 and C2j be the control points obtained
from SD2 where i = 1, 2, ...n and j = 1, 2, ...m where
n and m are the total number of control points in I12 and
I22 respectively. These control points may be located in the
overlapping as well as non-overlapping fields of view since,
change can occur in any part of the image. We need only
corresponding control points in just the overlapping region
of the two images to register them. This is done by find-
ing the correlation between every possible pair of control
points. Let LC1k and LC2k be the best correlated corre-
sponding control points in the images, where k = 1, 2, 3...p
and p is the total number of corresponding points. These
control points are used for transforming the reference im-
age to the same spatial coordinates of the base image.

2.4 Transformation and Registration

In the proposed technique, considering the fact that the
location and orientation of the sensors with respect to one
another are unknown, affine transformation [5] is chosen.
Affine transform is defined by a transformation matrix.
From the transformation matrix, we can determinethe lo-
cation of the sensors and orientation of one sensor with
respect to the other. Once the images are transformed,
the control points in the reference image are mapped into
the transformed reference image to register them. This is
achieved by applying the first two phases of the algorithm

Figure 2. The figure shows the final regis-

tered image formed by stitching the base im-

age and the transformed reference image to-

gether.

to the transformed images from sensor S2. Hereby the con-
trol points in the transformed reference image are obtained.
Now, the transformed reference image and the base image
are stitched together by identifying the location of the first
pair of corresponding control points in the base image and
the transformed reference image. The final registered image
is as shown in Figure 2.

3 Conclusion

In this paper, we demonstrate an algorithm for automatic
image registration in low resolution wireless visual sensor
networks where precise and fine details may often be un-
available.
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