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Abstract 
 

The importance of an interconnect pattern density 
model in ASIC design flow for a 90nm technology is 
presented. It is shown that performing the timing analysis 
at the worst-case corner model for interconnect variation, 
without the knowledge of interconnect pattern density, 
often results in overdesign. Our experiments on real ASIC 
products indicate that knowledge of interconnect pattern 
density in timing analysis of 90nm ASIC design flow 
prevents such overdesign. Quantitatively, it is shown that 
considering only the worst-case corner model in a global 
net results in a 10% delay overdesign. To meet the target 
delay for the net, it is sufficient to use a 45% smaller gate, 
which results in a 32% reduction in gate power 
dissipation, as well. It is, therefore, imperative to take 
into account the interconnect pattern density information 
in ASIC design flow of 90nm and future technologies. 
 

1. Introduction 
 

Process-induced parameter variations are important 
issues in the design of high-performance chips [1]. Until 
recently, it was sufficient to consider only die-to-die 
device and interconnect variations into the design 
methodology, which leads to a worst-case design. In the 
deep-submicron era, however, within-die variations 
become just as important [2]. The impact of within-die 
device variation has been well studied [3] but within-die 
interconnect variation has only recently been studied [4]. 
This is difficult because within-die variation is composed 
of random and systematic (layout dependent) components 
[4]. Unfortunately, the analysis of the systematic 
component cannot occur until the layout is substantially 
complete. As a result, performing timing analysis without 
the interconnect pattern density information and 
considering only the worst-case systematic variations 
often results in a non-optimal outcome [1,5]. 

It is, therefore, imperative to gain a thorough 
understanding of interconnect pattern density for present 
and projected gigascale integrated systems. Moreover, 
prediction of interconnect pattern density can also be an 
essential factor in reducing the design time, simplifying 

timing analysis, and improving the accuracy of timing 
verification.  

A statistical analysis on the interconnect pattern density 
of various ASIC products is presented in Section 2. In 
Section 3, an intra-die interconnect thickness variation 
model due to pattern density effects is characterized. 
Utilizing the results from Sections 2 and 3, the impact of 
knowledge of interconnect pattern density in timing 
analysis of a 90nm ASIC design flow is explained in 
Section 4. 
 

2. Statistical interconnect pattern density 
 

Interconnect pattern density plays a significant role in 
systematic variation analysis. It has been previously 
shown in [1,4] that a substantial portion of within-die 
variability is from the interconnect pattern density, and 
therefore any information of wiring density from the 
layout is critical in timing analysis and verification. 

Although the preliminary design rules limit the pattern 
density from 20% to 80% [6], a detailed statistical 
analysis is required to examine the realistic range of 
pattern density in real ASIC products. As an example, a 
plot of wiring pattern density of an M1 metal layer in a 
real ASIC chip with a 100µm window size is shown in 
Fig. 1. 
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Figure 1. Pattern density of M1 metal layer in a real ASIC chip 
with 100µm window size 
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Figure 2. Probability density function of interconnect pattern 
density of M1 metal layer shown in Figure 1 

 
 
By definition, the pattern density is the fractional area 

occupied by the metal interconnects in a region, which in 
this case is a tile of 100×100µm2. The chip area is 
13×13 mm2 and it contains 2.7 million gates. The chip is 
fabricated in a 0.18µm technology with 5 metal layers. 
There are three blocks of memory in this chip, which can 
be easily recognized in the high-density regions of Fig. 1. 
The rest of the chip, which shows a relatively uniform 
pattern density, is random logic. 

Although the M1 metal layer pattern density of the chip 
shown in Fig. 1 varies from 20% to 70%, the high-density 
regions are mostly clustered within the memory blocks 
and the rest of the chip has a relatively smooth metal 
density. 

To show a clearer image of wiring pattern density, a 
plot of the probability density function (PDF) of the M1 
pattern density of the design in Fig. 1 is illustrated in Fig. 
2. Since the wiring density of standard cells is lower than 
that of memory cells, the first and second peaks in Fig. 2 
are associated with the random logic and memory blocks, 
respectively. Moreover, since M1 is used only for internal 
standard cell routing, which is hand crafted and efficiently 
routed, its PDF is a very narrow Gaussian type function 
centered at about 45%.  

The pattern density PDFs of M2 and M3, which are the 
main routing layers of random logic, also show the same 
behavior, as illustrated in Fig. 3. However, since the M2 
and M3 layers are automatically routed using CAD tools, 
they show wider PDFs centered at much lower metal 
densities than that of M1. 

On the other hand, the pattern density PDFs of M4 and 
M5 are rather different than those of M2 and M3. The 
high variation in M4 and M5 layers is mainly due to the 
power distribution networks and lower utilization of those 
layers in the routing process. 
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Figure 3. Probability density function of wiring pattern density of 
M2 to M5 metal layers 

 
Since the pattern density PDF depends mostly on the 

layout of a design and the layout pattern itself is similar 
within different generations of technology (it only scales), 
it is a reasonable assumption that the pattern density PDF 
of a given metal layer is approximately constant 
throughout different generations of technology. Therefore, 
in this paper we use the pattern density PDF of M2 and 
M3 for the routing layers of random logic in a 90nm 
generation of technology. 

 

3. Interconnect process CMP model 
 

The damascene approach used to fabricate copper 
interconnects leads to a significant line resistance 
variation within the die [7]. This is a result of the inherent 
layout dependency of material removal rates in the 
chemical mechanical polishing (CMP) process used to 
create the lines. The phenomena of copper dishing and 
dielectric erosion combine to provide a metal sheet 
resistance that is a function of line width, local pattern 
density and the width of neighboring features [8]. The 
resistance of any single line can hence exhibit spatial 
variation depending on its layout environment. Such a 
systematic variation presents a serious challenge to the 
designer in accurately simulating circuit behavior and 
developing worst-case interconnect models. It hence 
becomes essential to characterize the metal resistance 
under various configurations as well as develop a model 
for its estimation of an arbitrary layout. In this paper we 
extend our previous work on resistance characterization 
and design rule formulation [6] to generate an empirical 
model for the resistance as a function of the line width and 
pattern density. 
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Figure 4. Effect of line width on metal sheet resistance for 
isolated lines 

 
Figure 4 shows the effect of line width on the 

interconnect sheet resistance. The sheet resistance is 
extracted from the measured line resistance using the 
actual widths from X-SEM. The higher resistance on the 
wide lines is due to the reduction in copper thickness from 
dishing. On the narrow sub-micron lines (< 0.5 µm), the 
steep rise in sheet resistance is explained not by a 
difference in conductor thickness but rather from an 
increase in copper resistivity. Such a resistivity increase is 
believed to occur due to electron scattering from the 
trench sidewalls as the line dimensions approach the 
electron mean free path [9]. 

The impact of metal pattern density on sheet resistance 
is illustrated in Fig. 5. Pattern density is the fractional area 
occupied by the metal interconnects in any given region. 
For instance, a 3 µm line at a 30% density consists of a 
uniform array of 3 µm wide lines spaced 7 µm apart. The 
sheet resistance generally increases with pattern density 
due to greater dielectric erosion (with the exception of 
wide lines which exhibit a minimum between 20% and 
50%). The total variation in sheet resistance for a given 
range of line widths and pattern densities can be deduced 
from this graph. 

To maintain the sheet resistance within acceptable 
limits and ensure a predictable resistance under all layout 
scenarios, design rules and layout guidelines are needed. 
Rules specified include the maximum line width and a 
pattern density range [6]. For a random logic layout, the 
pattern density is calculated at any given die location by 
computing the metal coverage within a square window of 
a given dimension. The window size is the distance over 
which neighboring features affect the polish rate at the 
location of interest. 

An empirical model has been generated to predict the 
copper line resistance as a function of the line width and 
pattern density in the range specified by the design rules 
(Figs. 4 and 5). The higher resistance in the narrow lines 
is accounted for by introducing a sidewall scatter 
correction factor in the line width. 
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Figure 5. Impact of pattern density on metal resistance (symbols 
are experimental data and lines show the empirical model) 

 
4. Impact of interconnect pattern density on 
chip performance 
 

Utilizing the metal process CMP model presented in 
Section 3, the interconnect geometry is computed as a 
function of metal pattern density for a 90nm technology. 
The interconnect geometry is then fed into our in-house 
fast capacitance extraction tool, VARCAP, to extract the 
wiring capacitance as a function of pattern density. The 
wiring resistance is also computed using the model 
presented in Section 3, considering the sidewall scatter 
correction factor in line width. The values of line 
capacitance and resistance for the main routing layers of 
our preliminary 90nm technology are illustrated in Fig. 6. 

Figure 6 indicates that the line capacitance and 
resistance behave in opposite ways with metal pattern 
density. While the line capacitance decreases, the line 
resistance increases with increasing pattern density. Also, 
it is shown in Fig. 6 that the line resistance is more 
sensitive to metal pattern density variation than the line 
capacitance. For the whole range of pattern density 
variation, the line capacitance varies about 13%, whereas 
the line resistance varies more than 26%.  
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Figure 6. Variation of interconnect capacitance and resistance 
as a function of pattern density 
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Figure 7. Variation of short and long interconnect delay as a 
function of pattern density 

 
 
To examine the impact of pattern density variation on 

delay, two reference circuits are simulated using HSPICE. 
One is a chain of 20 stages of small NAND gates, each 
driving a 200µm net (short wire) routed in M2/M3 layers, 
and the other is a chain of 8 stages of large NAND gates, 
each driving a 1000µm net (long wire) routed in M4/M5 
layers. The simulation results are shown in Fig. 7. 

Figure 7 indicates that the delay of long nets and short 
nets behave in opposite ways with metal pattern density. 
While the delay of long nets increases, the delay of short 
nets decreases with increasing pattern density. This is 
mainly because the delay of long nets depends largely on 
line resistance whereas the delay of the short nets depends 
largely on line capacitance. 

Moreover, as shown in Fig. 7, the delay of the long 
wire circuit is more sensitive to metal pattern density 
variation than the delay of the short wire circuit. For the 
whole range of pattern density variation, the short wire 
delay varies about 6%, whereas the long wire delay varies 
more than 14%. It is also worthwhile to note that while 
20% pattern density is the worst-case delay for the short 
wire circuit, 80% pattern density is the worst-case delay 
for the long wire circuit. As a result, the worst-case corner 
for delay calculations can be different depending on the 
wire length. 

Global interconnects are commonly considered a key 
potential bottleneck to advancing the performance of 
future integrated systems [10].  
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Figure 8. Circuit diagram of a synthetic global net 

Target Delay

Metal density range 
for random logic

Corrected design

Overdesign

 
 

Figure 9. Variation of the synthetic global net reference circuit as 
a function of pattern density 

 
 
In order to investigate the impact of wiring pattern 

density on global interconnects, a synthetic reference 
circuit of a global net is generated for an ASIC product in 
a 90nm technology utilizing a stochastic wire length 
distribution model [11]. The synthetic reference circuit 
contains a 10× large NAND gate driving a 1500µm line in 
M4/M5 layers loaded with three other gates as presented 
in Fig. 8. 

The results of HSPICE simulation on the synthetic 
global net reference circuit are illustrated in Fig. 9. In this 
simulation the target delay is set to be 174 ps. The 
overdesign curve in Fig. 9 is the global net delay assuming 
the complete range of metal density variation from 20% to 
80% based on design rule limitations. However, based on 
the metal density range of 20% to 40% for random logic, 
as explained in Section 2, the design can be relaxed by 
resizing the driver gate to meet the target delay. The curve 
for the corrected design in Fig. 9 is the delay of the 
relaxed design.  

Our simulation results indicate that considering only 
the worst-case corner model in a global net results in a 
10% delay overdesign. To meet the target delay for the 
net, it is sufficient to use a 45% smaller gate, which results 
in a 32% reduction in total gate power dissipation, as well. 

It is, therefore, imperative to take into account the 
interconnect pattern density information for ASIC design 
flow of 90nm and future technologies. 

 

5. Conclusions 
 

The importance of an interconnect pattern density 
model in ASIC design flow for a 90nm technology is 
presented. It is shown that performing the timing analysis 
at the worst-case corner model for interconnect variation, 
without the knowledge of interconnect pattern density, 
often results in overdesign. Our experiments on real ASIC 
products indicate that knowledge of interconnect pattern 
density in timing analysis of a 90nm ASIC design flow 
prevents such overdesign. 



 

6. Acknowledgements 
 

The Authors would like to express their appreciation 
for the support and contribution of Richard Schinella, 
Paul Rissman, Peter Bendix, and Stan Yeh of LSI Logic 
Corp. In addition, the intellectual contribution to this 
paper by Prof. James D. Meindl of Georgia Institute of 
Technology is gratefully acknowledged. 

 
 

7. References 
 
[1] S. Nassif, “Design for variability in DSM technologies,” 

Proceedings of IEEE ISQED, pp. 451-454, March 2000. 
[2] S. Nassif, “Within-chip variability analysis,” Proceedings 

of IEDM, pp. 283-286, Dec. 1998. 
[3] M. Eisele, J. Berthold, D. Schmitt-Landseidel, and R. 

Mahnkopf, “The impact of intra-die device parameter 
variations obn path delays and on the design for yield of 
low voltage digital circuits,” IEEE Transaction on VLSI 
systems, pp. 360-368, Dec. 1997. 

[4] V. Mehrotra, S. Nassif, D. Boning, and J. Chung, 
“Modeling the effects of manufacturing variations on high-
speed microprocessor interconnect performance,” 
Proceedings of IEDM, pp. 767-770, Dec. 1998. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
[5] V. Mehrotra, S. Sam, D. Boning, A. Chandrakanan, R. 

Vallishayee, and S. Nassif, “A methodology for modeling 
the effects of systematic process variations on circuit 
performance,” Proceedings of DAC, pp. 172-175, June 
2000. 

[6] S. Lakshminarayanan, P.J. Wright, and J. Pallinti, “Design 
rule methodology to improve the manufacturability of the 
copper CMP process,” Proceedings of IITC, pp. 99-102, 
June 2002. 

[7] T. Shih, C.H. Yao, L.K. Huang, S.M. Jang, C.H. Yu, and 
M.S. Liang, “Pattern dependence study of copper 
planarization using linear polisher for 0.13 µm 
applications,” Proceedings of IITC, pp. 51-53, June 2001. 

[8] V. Kolagunta et. al, “Inline monitoring of multi-level dual 
inlaid copper interconnect technologies”, Proceedings of 
IITC, pp. 247-249, June 2000. 

[9] F. Chen and D. Gardner, “Influence of line dimensions on 
the resistance of Cu interconnections,” IEEE Electron 
Device Letters, vol. 19, no. 12, pp. 508-510, Dec. 1998. 

[10] D. Sylvester and K. Keutzer, “Getting to the bottom of deep 
submicron: A global wiring paradigm,” Proceedings of 
ISPD, pp. 193-200, April 1999. 

[11] J. A. Davis, V. K. De, and J. D. Meindl, “A stochastic wire-
length distribution for gigascale integration (GSI): Part I: 
Derivation and validation,” IEEE Transaction on Electron 
Devices, Vol. 45, No. 3, pp. 580-589, March 1998. 


	Main Page
	ISQED'03
	Front Matter
	Table of Contents
	Author Index




