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Abstract

In this paper, we propocse a new physical synthesis
methoddogy, PDL, which relaxes the timing constraints
to oltain best optimality in terms of layout qudity and
timing qudity. It provides a comnon daabase for delay
calculation, logic optimization, placement, and routing
tods o that they @n work and interact closely. We
present results on industrial circuits rowing the dficacy
of this methoddogy.

1. Introduction

With the alvent of deg sub-micron technologies,
interconned delay is beacoming dominant. Paths traveling
aaoss the diip o going bad and forth, cdled global
paths, limit the drcuit performance

Many timing-driven techniques have been propased for
logic synthesis, placanent, and routing. However, the
traditional design flow of iteratively performing logic
synthesis, placament, and routing runs into serious timing
convergence problems. Although ead todl has its own
role in timing optimizion, neither do they share a
common strategy nor have ay interadion during
optimization. For example, logic synthesis todls can
compute gate delay acairately, but not interconned delay
becaise it is estimated using statisticd wire load models.
Placement tools can place cés lying on a criticd path
close to eat other in order to reduce the lengths and
delays of wires conneding them after routing. But the
interconned delay estimated by the placament tool may
differ significantly from that of the final layout. If buffer
insertion cgpability is available during placement,
placement toodls do not have to put such cdls adjacent to
ead other, since inserting a single buffer could improve
the timing. Finaly, routing tools can minimize
interconned delay either by using minimum-length wires
from the source to criticd sinks or by constructing a tree
topdogy that isolates non-criticd sinks. However, the
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minimum distance between the source and a criticd sink
can be improved if cdls are dlowed to move during the
routing phase. ECO todls are expeded to fix timing errors
by inserting buffers and re-routing nets, but they have to
optimize timing without significantly modifying the given
layout.

To overcome the dorementioned problems inherent in
the traditional flow, several approaches have been
propcsed. These can be divided into three broad
cdegories: pre-layout estimation, unification-based, and
pre-routing optimization.

The pre-layout estimation approac attempts to estimate
the impaa of layout without adually performing it and
then uses these estimates to guide the optimization at pre-
layout stage [11][15]. One problem with this class of
methods is that they do not adually work on ared layout.
They predict or derive an intermediate layout and generate
anetlist acordingly. The adual layout generated by the
layout tod may be entirely diff erent.

The unificaion-based approac tries to perform a group
of design and opimizaion steps smultaneously rather
than sequentially [6][10]. Although these dgorithms are
promising in concept, they guarantee optimality on very
restricted netlist topdogies. Also, their applicability to
industrial-strength designs remains to be seen.

Finaly, the pre-routing optimizaion approac tries to
push certain optimizaion steps (such as gate resizing,
buff ering, resynthesis and remapping) to later stages of the
design flow where more authentic physicd information is
available [3][12]. The main drawbadk of this approac is
that the final routing information is gill not available
during optimizeation.

In this paper, we present a methoddogy, PDL, to
handl e the timing problems on pradicad ASIC designs. Of
the three céegories of previous work, PDL methoddogy
is closest to the pre-routing approad, athough with
significant differences, as described below. The PDL
methoddogy addreses new physicd  synthesis
optimization problems with timing constraints.



The rest of the paper is organized as follows. In Sedion
2 we adress the problems of current design flows.
Sedion 3 dscuses the PDL methoddogy. System
overview and implementation isaues are described in
Sedion 4. Sedion 5 presents experimental results of the
propcsed methoddogy. We nclude with some
diredions for future work in Sedion 6.

2. Problems of Current
Physical Synthesis Flows

Timing-driven

A typicd physicd synthesis methoddogy consists of
tool elements related with layout, such as place, router,
and logic optimizer. The goal of timing-driven physicad
synthesis is to complete the circuit layout without
violating the timing constraints. One important issue left
unaddressed previoudy is whether the timing constraints
should be deemed as absolute (i.e., must be satisfied at all
costs) or not.

To complete a design considering timing constraints as
absolute, the shape of the die should be flexible. This is
becaise there is no guarantee that the design can be
completed under the absolute timing constraints with the
given die size This means the die size may shrink or
enlarge depending on the given timing constraints.

Generally the die size of ASIC designs is determined
before the layout phase. The sizes of RAMs and 1/0O
maaos dominate the chip size Once they are placed on
the cip, designers try to complete the layout without
changingthe die size The difficulty in this situation is that
the layout may result in too many routing errors and
timing errors.

The PDL methoddogy we are propaosing in this paper
gives a dea diredion as to what to dofor ASIC designs
with the given die size

3. PDL Methodology

The layout phase in PDL methoddogy consists of
global layout and detail l1ayout. Global layout optimizes
cdl positions using bi-partitioning-based pacer. Bi-
partitioning-based place determines cdl positions on a
given layout area by hierarchicdly dividing the drcuit
into two sub-circuits and assgning them to the divided
layout areas cdled blocks. At ead leve of partitioning,
the global router generates a loose route asgning blocks
to nets. The logic optimizer performs gate sizing, buffer
optimization, and re-synthesis, interading with the place
and router. Detall layout determines the exad cdl
pasitions and compl etes the detail routing.

3.1 Policies

The PDL methoddogy is based on the following
policies:

1) Routahility and wire length shoud be the top
priorities. Route completion is very important for designs
in dee sub-micron (DSM) technologies, because the main
impad of such technologies, such as interconned delay
and crosstalk noise, can be measured only after the final
routing stage. The delay and noise measurements are
meaning essif there ae routing errors.

The mmpleted layout even with timing errors can
provide useful information to designers, such as criticd
paths, noise-sensitive nets, acarracy of timing constraints,
etc. When the layout results in routing errors, with
routability and wire length being the top piorities, the
designers should ched if the floorplan (including maao
placement), cdl usage ratio, and routing resources used
for power routing are gpropriate for the technology and
design.

2) Only the globd critical paths soud be optimized
at each levd. The placenent and routing tools optimize
the true aiticd pathsin the design, cdled the critical li mit
paths. The tods dedde that these paths cannot be fixed
by other tools either at that level or at subsequent levels.
However, if fixing a aiticd li mit path degrades routability
or wire length, it is discarded.

Since the PDL methoddogy fixes global criticd paths
hierarchicdly, locd criticd paths may be left unfixed in
final layout. However, they can be eaily fixed during
post-layout optimization or clock skew adjustment.

If global criticd paths are left in the final layout, they
should be caefully analyzed. In our methoddogy, this can
happen under three scenarios. First, making the path
shorter might cause routability problems. The timing
congtraints ould be dedked, eg., whether a timing
over-constraint or dropping false path spedfication exists
at the path. Seaond, the path could not be optimized due
to layout constraints. For instance the path had to go
around severa floorplan blocks, or a wire was routed
through a no-buffering-resource region. Third, design
congtraints, such as an option spedfying the logicd
hierarchy to be unchanged, prevent it from being touched
during optimization.

3) Timing constraints for non-critical limit paths
shoud be relaxed for better routability and wire length.
The most criticd problem physicd synthesis optimizaion
should avoid is the negative feedbad optimization. Sub-
optimality in routability and wire length induces detours
and increased wire length, resulting in new criticd paths.
Such criticd paths may be improved through buffer
insertion, for instance Buffer insertion without any
regards to routability may cause other nets to detour
around the buffers. This, in turn, may generate new
criticd paths, yielding a negative feadbad in routability
and timing.



Net-based timing-driven placement algorithms [4][14]
control the delay of a path either by imposing maximum
separation between the cdls on the path or by adding
weights to the nets on the path. However, the layout
congtraints on cdls and the weights on rets deteriorate the
quality of placanent in terms of wire length and
routability. Thisis becaise these mnstraints, by restricting
the solution space can prevent the tod from reading the
optimum solution.

Another example is the cae of too many criticd paths
limiting the possbility of tree topdogy optimization in
routing. This over-constraint restricts the solution space
for finding the optimal path in terms of routability.
Optimality in wire length is to be sought even in the case
of timing-driven layout [2].

3.2 Approach

Our approach to make the logic optimizer, place, and
router work together has the foll owing key cornerstones.

1) Critical path identification: One of the most
important isaues is estimating the interconned delay.
However, it is difficult to estimate this delay acairately in
hierarchicd global routing. Because locaions of cdls are
not determined yet, the wire length for eat wire segment
may change depending on the adual cdl pasition within a
block.

We think acaracy in the interconned delay is not
esential during initial levels of partitioning. A consistent
delay model for optimizaion is more aiticd. Our
approach considers that a cédl, if not pre-placed, is placed
at the center of the block. This means the inter-block wire
length is estimated from the canter of a block to that of the
other. The intra-block wire length, corresponding to the
wire @mnneding cdls within a block, is estimated as the
minimum distance between two cdls, e.g., the width of
cdlsor zeo.

The main advantage of this model is that when a net
that conneds cdls placel in the same block is partitioned,
the wire length and delay will apparently increase. This
gives the place a onsistent diredion for delay
optimization. Another way to estimate wire length is to
predict the cdl position within the block area Although
this seeams acarate & the level of hierarchy, it ladks a
consistent diredion for optimizaion. This is becaise a
intra-block wire dter partitioning may becme longer than
an inter-block wire.

The disadvantage is that the delay value is not acarrate
at higher levels of hierarchy. However, as the partitioning
process procedls, the margin of error becomes smaller
and smaller. We eped the margin at the final levels is
much small er than the uncertainty of detail | ayout.

The second important isale is that the arredness of
timing constraint spedficaion should be caefully

discused to determine the critical limit paths. Designs
may have multiple timing modes, such as normal mode
and test modes. Espedally for signal processng circuits
handling several standards, such as NTSC and PAL for
video chips, several clock modes are spedfied for the
same drcuit. This is modeled by multiple timing
congtraint sets, usualy one in ead file. This is not a
problem for static timing analysis (STA), which can
analyze eab file independently and eventually determine
criticdity over al files. However, multiple, separated
timing constraint files may cause problems in timing
driven layout, since the layout process usually considers
only one wnstraint set. The layout thus obtained may
violate the mnstraints in other sets. Extra iterations are
required to fix the timing. One way to avoid such
iterations is to manually merge dl the constraint files into
one, without causing any timing constraint conflicts. This,
however, is prone to human errors. In any case, multiple
timing constraint sets (files) should be handled efficiently
by the PDL methoddogy.

The third important isaie is that the delay models
should properly handle operating conditions, such as
process temperature, and voltage, both for cdl delay and
interconned delay. Otherwise, extra timing margin may be
needed on the aiticd paths, which makes achieving the
timing closure more difficult.

2) Risk egtimation d critical paths: As per the
consistent interconned delay model discused above,
when an intra-block wire is partitioned at a level and
beomes inter-block at the next level, its wire length or
delay increases by the width or height of the block.

The place chedks whether a net will i nduce acritical
limt path when the net is partitioned based on the
consistent delay model. If the net does induce acritical
limit path, which means increased interconned delay does
not improve by buffer insertion, the place tries to place
the cdls on the net in the same block and renders them
fixed.

3) Timing relaxation: As mentioned in the PDL
methoddogy, existence of too many criticd paths impases
cdl partitioning and routing spacerestrictions, degrading
optimality in terms of routability and wire length.
Therefore, at eat level of partitioning, logic optimizer
not only tries to maximizethe worst negative dad and the
sum of negative dadks, but aso attempts to reduce the
total cdl size to improve routability and increase the
possbility for buffer insertion. The place cdculates an
upper bound of cdl usage ratio that guarantees routabilit y.
The logic optimizer improves timing urder this upper
bound. Once the cdl usage ratio of a region reades the
upper bound, timing improvement by logic optimizer may
not occur unless cdl usage improvement takes place In
our methoddogy, the place adjusts the locd cdl usage
ratio by moving the cdls on the non-critica paths from an



over-congested block to aher blocks, thus increasing
routability and passhility of logic re-synthesis.

4. PDL System
Command
¢ ¢ ¢ ¢ Controller
Logic Placer Route Delay
optimizer @ @ calculator
: — - Common
CCS GridGraph database

Figure 1: PDL System
4.1 Overview

The PDL system consists of a controller, delay
cdculator, logic optimizer [7] [8] [9] [13], place [1], and
router [5] (Fig. 1). Each tod is exeaited as a singe
process ® that large drcuits can be handled using
multi ple CPUs.

The layout information is shared among the todls by
exchanging an abstrad layout model, cdled GridGraph
data. The GridGraph data expresss a partitioned block as
anode and a routing resource between adjacent blocks as
an edge (Fig. 2). The number of nodes doubles at eadh
level of partitioning. The locations of cdls are spedfied as
the corresponding nodes. Any tod can plug-in to the
system and modify layout or netlist aslong as it obeys the
GridGraph uwpdating rules.  We now describe eab
component of the PDL system in detail .

4.2 Controller

The antroller reals the netlist and designer’s options.
Then it tranglates them into deta that ead tool can use &
a common database (Fig. 1). At ead level of partitioning,
the cntroller may issie commands for any todl as per the
flow spedfied by the designers. Finaly, it outputs the
updated netlist and layout results.

The ontroller can store the entire GridGraph data &
ead level if so desired by the designers. This enables
designers to resume the layout process from any

partitioning level. This function is useful when designers
want to modify (manualy or automaticdly) the layout
result at an intermediate level and use it as the starting
point for the next level to oltain higher chip performance

edge node

-

(a) Layout area (b) GridGraph data

Figure 2: GridGraph representation of layout area

4.3 Delay Calculator

Timing-driven layout tools invoke delay caculation
several times. Therefore, a fast delay cdculator is
required. Most timing sign-off tools adopt a path-based
gtatic timing analysis method. This is time-consuming,
becaise delay of every path may neel to be reported to
designers. However, information about the most criticad
paths is sifficient for the delay cdculators in timing
driven layout. The PDL system uses topdogy-based STA
to cdculate delay quickly.

To solve the multiple timing constraint file problem,
we propcse anew timing constraint model, Compatible
Constraint Set (CCS). This enables the PDL system to
handle dl timing constraints at the same time. CCSis a set
of flip-flops (FFs) and paths on which adua arrival time
and required arrival time can be spedfied without any
timing constraint conflicts. The delay of FF pairsin a CCS
can be cdculated independently of the other CCSs. The
delay of a set of CCSs can be cdculated at the same time
if eat set of FF pairsin a CCS has no intersedion. In the
PDL system, all the timing constraint files are transferred
into a set of CCSs, which is then used for delay
cdculation.

The increase in timing exceptions, espedally multi-
cycle, and multiple docks make topdogicd-based STA
complicated, becaise aFF now has more than one set of
adua arrival time and required arrival time. The analysis
of CCSs enables designers to determine which constraints
will criticdly impad the timing quality.

Gate and interconned delays are amputed by using
the same function libraries that are used for the in-house
timing sign-off tool. PDL system accepts the same timing
congtraint files that are used by the timing sign-off toal.



4.4 Logic Optimization

The logic optimizer in the PDL system fixes the timing
gap caused by the delay model differences between the
wire load and global routing patterns. It also reduces
layout constraints for the place and router to oltain best
performance in routability and wire length. The
requirement for logic optimizer is to cope with physicad
information, layout constraints, and increasing circuit size

The logic optimizer cdculates interconned delay using
the common delay cdculator and routing patterns, which
are shared through GridGraph data. It maximizes the
worst negative slack and the total negative dad under the
cdl usage ratio constraints, as mentioned in “Timing
relaxation,” Sedion 3. It isaso important to handle slew
congtraints and maximum signal transition times in order
to prevent nets from crosstalk noise.

Circuit designs today may contain tens of milli ons of
gates. The logic optimizer has to handle them in
ressonable CPU time axd memory. We aloped an
iterative optimization method that applies locd
transformations, such as buffer insertion [9], gate resizing,
and re-synthesis [13] [14], repeaedly.

4.5 Placer

The objedive of the place in the PDL system is to
minimize the number of cut nets among partitioned sub-
circuits. This is achieved using SNR [1] approach. There
are two drawbadcks of the partitioning-based approach.
First, top-down optimizaion such as partitioning solves
global problems quite efficiently. However, locd
problems may exist within the partitioned blocks, becaise
the top-down dedsion may not always be optimum for the
locd problem. For example, the partitioning-based
placenent yields a smaller wire length, but the existence
of locdly congested areadeteriorates routability. Seoond,
min-cut is not suitable for timing optimizaion. As
mentioned above, imposing maximum distance or adding
a weight on the aiticd net may limit the solution space
considerably.

The problem of the existence of locdly congested area
is lved with refinement processin the PDL system. At
latter levels of partitioning, the router provides acarate
routing information including routing congested block
information. The place moves non-criticd cdls from the
highly congested blocks to the less congested bocks
during the refinement process The aiticd cdls are
locked so as not to degrade the timing.

As discused in “Risk estimation o critical paths,”
Sedion 3, the cdls on a aiticd net will be placel in the
same block if the place predicts that buffer insertion
cannot eliminate the aiticd net. The difficulty in this
approach is that since nets belonging to a aiticd path

share cédls, too many cdls may need to be placed in the
same block. This may be beyond the aea resources
available in that block. We ae then forced to partition the
adjacent criticd nets. Therefore, we have to carefully
analyzewhich cdls on criticd nets $ould be placal in the
same block. We use criticd path mapping technique to
identify them. This technique assgns weights to the
criticd nets acording to their criticdity and then
determines the optimal positions of cdls conneded to
these nets in a block using quadratic placement. If all the
cdls of a aiticd net are asdgned to one block by the
guadratic placement algorithm, they are fixed to that
block; all other cdls can be fredy optimized.

4.6 Router

The main objedives of the router are to estimate
routability and routing patterns hierarchicdly during
partitioning. The remaining tasks are handled by other
todls. For instance, the place determines net lengths and
logic optimizer handles fanouts. However, three isaies
should be mnsidered in the router of the PDL system.

First, at any level the router should generate routing
patterns that are mnsistent with those & the previous
level. The router explores the solution space using the
patterns at the previous level. This improves the run time
of the router. Figure 3 shows an example of routing
pattern transformation of a net. The crrelation between
routing patterns at the aurrent level and the previous one
gives the place a mnsistent optimizaion diredion for
terminal propagation and the logic optimizer, a mnsistent

|~ cell

|- wire DD
IR

(b) Level 4

Eh

(a) Level 2
Figure 3: Routing pattern transformation

buffer insertion dstrategy. To adiieve the crrelation
between dobal and detail routing patterns, detail router
also uses the global routing patterns.

Seoond, even though the solution spaceis limited by
the routing patterns at the previous level, detours may
happen at a mngested block. We prioritize the nets on
criticd paths to have them routed in shortest distance

Finaly, the previous two constraints limit the solution
spacefor the router, which influences the routability and
wire length. The router in the PDL system ignores the
congtraints and expands the solution spaceto find better
routing patterns.



Table 1: Circuit data characteristics

clock rate [ #cells #BC | technology
CD1 75MHz| 31,963 313,702 0.35um
CD2 | 266MHz| 32,908 | 265,144 0.25um
CD3 100MHz| 156,151 787,624 0.25um
CD4 | 258MHz| 135,704 | 1,006,507 0.25um
CD5 | 125MHz| 367,388 | 2,394,037 0.18um

5. Experimental Results

In this dion, we present experimental results to show
the dfedivenessof the PDL methoddogy. Five pradicd
circuit designs, CD1 through CD5, are used. Their
charaderistics are given in Table 1. The drcuit sizes
shown in the table ae extraded before layout. One BC is
the size of the small est inverter in the technology.

In our experiments, first we show the timing and layout
gualities. Then, the timing convergence behavior of the
PDL system is discussd.

5.1 Timing and Layout Qualities

Table 2 compares the results of the PDL system with
those of a mnventional system, which is the PDL system
without its timing-driven feaures. To evaluate routability
and wire length, the detail router is exeauted at the end.
The number of routing violations is the number of nets
that could not be routed with a standard detail routing
process The number of setup errors, the minimum sadk
value, and total sum of negative dadk values are anayzed

the layout quality. Criticd paths dill remain in four
circuits. After analyzing the timing reports, we discovered
that buffers inserted manually to fix the hold errors cause
timing errors in the paths between different clock
domains. In these experiments, clock skew is %t to zero to
remove the influence of the quality of clock tree
optimization. We mnfirmed that most of the timing errors
could be fixed by adding the adua clock phase delay to
ead clock domain source Table 3 shows the dhange in
the number of cdls and area penalty during the process
Both values are small, sometimes even negative.

5.2 Timing Convergencein PDL System

To show how timing converges in the PDL system and
logic optimizer improves the aiticdity of global paths,
the minimum slack and the total sum of negative dads of
CD5 are plotted at ead partitioning level in Figure 4.
Logic optimization is performed at every even level.

Although the place and router try to improve timing,
the minimum dadk value bemmes worse when
partitioning moves to the next even levels. Newly
generated inter-block wires with partitioning cause this
degradation. However, logic optimizer improves the dadk
value efficiently, espedally at levels four and eight.

The logic optimizer also improves the total sum of the
negative sacks. Interestingly, it does not become worse
with partitioning. This means it is less ®nstive to the
newly generated inter-block wires than the minimum
slak. This is because dividing an intra-block wire into
half segments and partitioning cdls optimally might off set
the impaa of increased inter-block wires.

Table 2: Comparison of conventional system and PDL system

convetional system PDL system

wire #routing |#setup |minimum |total negative jwire #routing | #setup] minimum |total negative

length [m] | violations Jerrors  |slack [ps] |slack [ns]  Jlength [m] Jviolations | errors |slack [ps]]|slack [ns]
CD1 13.6 282 194 3,117 -157.8 13.3 497 0 0 0.0
CcD2 11.5 92 2 -1,982 2.4 11.6 101 2| -1,652 2.1
CD3 76.7 7 17 -550 -3.4 86.0 0 0 0 0.0
CDh4 61.8 63| 4274 2,150 -2,615.5 62.4 184 11,670 -3,170 -335.3
CD5 129.5] 36,411 21,334 | -15,921 -27,501.9 128.1 546 330 -1,278 935

before detail routing wsing an in-house timing sign-off
too. This evaluates the quality of the PDL system
without any consideration for other fadors that influence
the delay, such as clock skew and crosstalk.

The results dow that the sum of negative dadks
improved in al the circuits without any deterioration in

6. Conclusions and Future Plan

In this paper, we have propcsed PDL, a new physicd
synthesis methoddogy. The gproach isto identify criticd
limit paths, estimate their risk, and relax timing constraints
of non-criticd pathsin order to oltain the best routability



Table 3: Increased area in PDL system

increased |increased | BC increased

#cells #BC ratio [% ]
CD1 146 644 0.205
CcD2 -1 5 -0.002
CD3 9] -2,885 -0.366
CD4 90| -3478 -0.346
CD5 1,131 3,454 0.144

and wire-length layout result under the given timing

[ps] [ns]
-20
-16 ot
/ -12
Vs -8
1
° e Level
0 4 8 12 16 20 0 4 8 12 16 20
(a) Min slack (b) Total negative slack

Figure 4: Slack value convergence (CD5)

congtraints. The experiments show that the total negative
sadk value is sgnificantly improved. The future work is
in the following diredions. We neal to improve the
number of routing violations. Also, clock treesynthesisis
an important problem for higher performance. We plan to
integrate it in our methoddogy.
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