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Abstract— In this paper, we present a high-level power model to
estimate the power consumption in semi-global and global interconnects.
Such interconnects are used for communications between logic modules,
clock distribution networks, and power supply rails. The main purpose
of our model is to set forward a simple methodology to efficiently obtain
first-order estimates of interconnect power in early stages of the design
process. Hence, the objective is to provide designers and/or high-level
design automation tools with a way to quickly explore the design space
and weed out architectures whose interconnect power requirements do
not meet the allocated power budget. In addition to switching power,
which includes inter-wire coupling, our model also considers power due
to vias and repeaters. Our experimental results show that in comparison
to an accurate low-level model, the error in our method in estimating
total switching power is only 6% (while the speedup is three-to-four
orders of magnitude), and an estimate of the numbers of vias (hence, via
power) is within 3% agreement of that obtained for designs synthesized
by commercial tools. Furthermore, we develop a probabilistic segment
length distribution model for cases in which Rent’s rule is inadequate. By
analyzing the netlists of a set of complex designs, we have been able to
validate our segment length distribution model. The novelty of this work
lies in the introduction of a high-level interconnect modeling methodology
in which it is possible to efficiently compute all the major sources of
power consumption in interconnects and hence, enable interconnect-
aware, high-level design space exploration.

I. I NTRODUCTION

Rapid innovations in the semiconductor industry have enabled
very large scale integrated (VLSI) circuits to migrate into nanometer
technologies and operate in the multi-gigahertz frequency range [1]–
[8]. This has led to semi-global and global interconnects, which
comprise the power supply rails, the clock distribution networks,
and the on-chip and off-chip communication links between logic
modules, to dominate power consumption, execution time, cost, and
manufacturability of a VLSI chip. Hence, many researchers have
pointed out that economical design of present and future chips is
limited by their wiring requirements [1], [6], [9], [10].

There are four main reasons why interconnects have become
the center of attention with respect to power consumption of a
circuit. First, interconnects have not scaled exponentially like transis-
tors in sub-micron technologies. Therefore, interconnect capacitance
now forms a larger proportion of the total chip capacitance [11],
[12]. Second, the current problem of modeling deep sub-micron
(DSM) effects was generally ignored in past technologies because
transistors remained the focus due to their relatively large size.
For example, DSM phenomenon such as mutual coupling between
adjacent interconnects, which increases the switched capacitance, has
become increasingly dominant [3], [4], [11]. Third, interconnects
are now proportionately longer, which implies that the interconnect
delay has increased. Finally, the introduction of large numbers of
repeaters and vias to reduce wire delay almost doubles the power
consumption in interconnects [7]. As shown in [13], interconnects
are going to consume a larger proportion of total chip power in future
technologies.

There has been considerable work done in developing power
models for interconnects. In [1], [4], [14], the authors have discussed
a suite of tools to analyze the interconnect requirements of a chip
and provide the designer with estimates of power consumption.
The authors in [3], [15]–[17] present closed-form expressions to
estimate coupling power based on an analysis of lossy transmission
lines and distributed RLC circuits. Although the above methods
provide quite accurate results, a drawback is that the respective
authors consider only a subset of the sources of power consumption
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in interconnects in their models. In addition, their dependence on
circuit-level parameters makes these models suitable for low-level
power estimation only. Rent’s rule is used in [9], [10] to derive a
stochastic wire-length distribution to study the wiring limitations in
present and future designs. Finally, a survey of advances in system-
level interconnect prediction based on Rent’s rule is presented in
[18].

Since interconnect power has become an area of concern, recent
work in high-level synthesis (HLS) and system-on-a-chip (SoC) syn-
thesis has started to take it into account [19]–[22]. However, primitive
interconnect power models are used. In [23], the authors present a
comprehensive treatment of interconnect power consumption during
HLS without addressing the problem of interconnect power modeling.
This is an example of where our work can be applied for better design
space exploration.

The purpose of this work is to propose a simple, yet efficient,
high-level power model to estimate the power consumption in semi-
global and global interconnects. For our purposes, these interconnects
are limited to the data transfer wires between logic modules. We
provide a comprehensive treatment of all the major sources of power
consumption in interconnects. Since coupling capacitance is expected
to dominate in nanometer technologies, we take it into consideration.
We also target power consumed by repeater insertion and vias. The
new contributions of this work are as follows:
• A power model for estimating interconnect power that is effec-

tive at the behavior and/or register-transfer level (RTL), unlike
other models which are primarily suitable for low-level power
estimation.

• Ability of our model to enable interconnect-aware, high-level
design space exploration due to its simplicity and computational
efficiency.

• Introduction of a global interconnect modeling methodology
in which a probabilistic segment length distribution model is
developed to estimate unit-length switching power.

The remainder of this paper is organized as follows. In Section
II, we present some motivational examples for our work. Section
III provides an overview of our interconnect modeling methodology
and shows how it can be readily incorporated into traditional design
flows. The detailed description of our methodology is developed in
Sections IV and V. We discuss our experimental results in Section
VI and conclude in Section VII.

II. M OTIVATIONAL EXAMPLES

We present examples of two application domains which can benefit
immensely from the use of our proposed model. We should mention
that the usage of an inadequate power model for interconnects by a
tool in these application areas motivated this work.

In SoC synthesis, a set of tasks, often represented by a set of task
graphs, must be mapped onto processing elements (PEs) (i.e., ASICs,
IP cores, processors, etc.) of a system architecture such that some
cost function (typically based on area, power, etc.) is minimized.
MOCSYN [22] is a tool based on a genetic algorithm that is used to
synthesize SoCs. It performs an initial task assignment, estimates the
system cost, and maintains a set of solutions which evolve over time.
In order to prune the search space, it relies on the fact that accurate
area, power, and delay estimates for PEs are available. Interconnect
power of the system is unknowna priori as it is highly dependent
upon the number of PEs used and how they are interconnected. Thus,
MOCSYN must estimate the interconnect power of an architecture
at each iteration and it is imperative that such calculations be made
quickly if tractable run-times are to be realized.
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Fig. 1. A scheduled CDFG for theDiffeq benchmark.
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Fig. 2. Different bindings of the multiplication operations.

HLS for low power has been the focus of much research in the
past decade [24]. It takes as its input a behavioral description in
the form of a control-data flow graph (CDFG) and outputs a power-
optimized RTL circuit. Iterative improvement algorithms can be used
to apply a sequence of moves to an initial RTL architecture. The
sequence of moves is accepted if the resulting architecture lowers
power consumption.

As a motivational example, we consider a differential equation
solver,Diffeq, from the NCSU CBL HLS benchmark suite [25]. One
possible scheduled CDFG of theDiffeq benchmark is shown in Fig.
1. Each sample requires a processing time of 15 control steps with
the variables in each sample becoming available in different control
steps. For example,δx, x, and y are available in control steps 1,
3, and 5, respectively. Furthermore, multiplication operations *1 -
*6, subtraction operations−1, −2, and addition operations +1, +2
require two, one, and one control steps, respectively.

Figs. 2(a)-(d) show four competing architectures that a high-level
synthesis tool, such as SCALP [26], might consider in implementing
the final RTL circuit. All of the architectures contain one adder and
one subtracter (an oval represents a functional unit). Consequently,
the bindings of the−1,−2, +1, and +2 operations are fixed. However,
there are one, two, and three multipliers in the datapath of the
architectures of Fig. 2(a), Fig. 2(b), and Figs. 2(c)-(d), respectively

(these correspond to different schedules). This results in different
bindings of the multiplication operations to different functional units.

At first glance, it may seem that Fig. 2(a), due to its smallest area,
is the best implementation. However, from a power point of view, it
is inferior to the architectures in Figs. 2(b)-(d). Due to heavy data
exchanges, there will be significant spurious switching activity on the
interconnects which will result in higher power consumption [23].
Similar reasoning shows that the architecture in Fig. 2(d) is inferior
to that in Fig. 2(c). However, given Fig. 2(b) and Fig. 2(c), it will be
difficult for design automation tools to make a good judgment without
having to spend considerable time performing detailed simulation and
possibly going to layout to get accurate power consumption numbers.
It is here where our model can assist the tools.

In HLS and SoC synthesis, design space exploration entails the
evaluation of hundreds of competing architectures at each iteration.
It is impractical to descend to the layout stage for each candidate to
determine what its interconnect power consumption would be. The
use of our model, which we now discuss, would enable tools to
efficiently traverse and prune the design space during synthesis.

III. OVERALL METHODOLOGY

We briefly give an overview of our interconnect modeling method-
ology here before diving into its details in later sections. Fig. 3
presents the main steps needed in our flow to estimate the power
consumption of an interconnect. It is assumed that a high-level
RTL floorplan of the design, lookup tables forκ (Section V-B), the
switching activity on the interconnects, and the switching power for
interconnects of various lengths have been determineda priori and
are available in a database. Except for the RTL floorplan, we will
describe how all the required pieces of information can be constructed
later.

The fidelity of any interconnect power model lies in its ability to
accurately estimate wire length, metal layer, and switching activity.
Our methodology consists of two models which we choose to call
the global wire model and the power models, respectively. Based
on some criteria to be discussed later, we estimate the value of a
parameter that is used by our global wire model to calculate the
segment length distribution and the mean total switching power of an
interconnect. This model also estimates the number of repeaters and
vias required for this interconnect. This information is then used by
the power models to calculate the unit-length switched capacitance.
Next, all the various components of interconnect power are estimated
and summed to produce total power. The procedure is iterated for
each semi-global and global interconnect present in the design.

To avoid any confusion in our discussion, we must emphasize that
our model is targeted toward semi-global and global interconnects.
For our purposes, these interconnects form the data transfers (e.g.,
buses) between logic modules. Our model does not consider local
interconnects. We assume that the power consumed by such inter-
connects is computed as part of a module’s total power consumption
and is available in the RTL design library of components.

From Fig. 3, it can be seen that our methodology is very simple
and hence, high-level design automation tools can easily integrate it
within their design flow. Because our power models consist of closed-
form mathematical expressions, they are computationally efficient
and the overhead from their usage is minimal. When a tool has
finished synthesizing a circuit, it can call our model within its inner
loop to obtain power estimates. It can then use this information to
drive its search for a better, alternative implementation of the circuit
if given constraints are not met.

IV. POWER MODELS

In this section, we present our power models to estimate the power
consumption of semi-global and global interconnects. The role of
the models is to calculate the switching power (including power due
to inter-wire coupling), the power due to vias, and the power due
to repeaters. The power models have neither the knowledge of the
length of a wire nor the number of vias and repeaters on that wire.
They rely on the global wire model to obtain this information.

The total power,Ptotal, consumed by an interconnect is given by,

Ptotal = Psw + Pvias + Prepeaters, (1)

where the quantities on the right hand side of (1) are defined as
follows:
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Fig. 3. Flow diagram providing an overview of our methodology for estimating interconnect power to enable high-level design space exploration.

Fig. 4. (a)180◦ out of phase, and (b) in phase signals.

Psw : Interconnect power resulting from switched inter-
connect capacitance and inter-wire coupling;

Pvias : Power consumed by vias due to the use of multiple
metal layers; and

Prepeaters : Power consumed by repeaters inserted on an inter-
connect to minimize delay.

We discuss each of the above components separately in the following
subsections.

A. Switching Power
In nanometer technologies, DSM effects such as mutual cou-

pling become a significant source of power consumption because at
small feature sizes, inter-wire capacitances dominate. This problem
increases for wires in a multi-level interconnect structure because
wires at higher levels are farther away from the substrate and run
in parallel for longer distances [11], [12]. A variety of interconnect
power models considering coupling effects have been proposed [3],
[4], [16], [17].

In [27], a novel table-lookup method is presented where the total
switching power is determined not by the number of transitions but
by the typesof transitions that can occur on an interconnect. This
method implicitly assumes that transitions on the interconnects are
synchronized and thus, the logic modules are flip-flop bounded. For
example, it can be seen that due to switching activity on parallel
interconnects, the switching power in Fig. 4(a) will be greater than
that in Fig. 4(b) because in the former, the neighboring signals are
180◦ out of phase with respect to the center signal while in the latter,
they are all in phase. Because coupling effects between interconnects
decrease sharply the further apart they are, only an interconnect and
its immediate neighbors need to be considered.

Table I shows the set,T , of all the various transitions that are
possible on three-wire interconnects. The idea then is to use low-

level transistor simulation to constructthree-wire lookup tables for
minimally-spaced wires of various lengths that provide the switching
power consumed for a given type of transition. This constitutes the
switching power database in Fig. 3. The advantage of this method is
that in using low-level simulation, it is possible to accurately model
the electrical characteristics of a wire for a given process technology.
Furthermore, since only three wires need to be simulated, the required
time is negligible. Total switching power can then be estimated
simply by counting the types of transitions on each interconnect and
performing a table lookup. Note that this method does not consider
the effect of glitches. We expect good synthesis tools to employ
techniques such as those presented in [28] to suppress glitches.
Furthermore, glitch estimation is very difficult at the behavior level or
RTL and would make the method unnecessarily complex. We adopt
the table-lookup method in our model. However, rather than counting
the types of transitions, we propose a way ofestimatingthem.

TABLE I
TYPES OFTRANSITIONS

s s s s x s s s x s x o s x x
x x x x s x x x o o x o x s o

s = stationary, x = transition, o = opposing transition.

The reason why we want to estimate, rather than count, the
types of transitions is motivated by the fact that designers and/or
high-level design automation tools will be considering multiple
architectures to implement a design. Many of these architectures will
be very similar to each other except in a few enhancements and
modifications. Thus, it is useless and time-consuming to run a full-
fledged simulation on each architecture to characterize the switching
activity on its interconnects. Given that a particular architecture does
not change drastically, it suffices to characterize the switching activity
on this architecture only. The data, which form the switching activity
database in Fig. 3, can then be used to obtain first-order estimates
of switching activity on similar architectures.

Consider the diagram shown in Fig. 5. Letσ denote the logic value
on theith output line of a logic module. We calculate the transition
probabilities on this output line by simulating the set of input traces,
V . This simulation can be easily done at the behavior level or RTL.
The representative input traces for a given application are generally
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Fig. 5. Estimation of switching activity on the output lines of logic modules.

known. If not, a random vector sequence can be used. We define
α, β, and γ to be the 0→ 1 transition, 1→ 0 transition, and no
transition (i.e, 0→ 0 and 1→ 1) probabilities, respectively. Then,
the transition probabilities of theith output line are given as,

αi =
1

|V | − 1

∑
j, j+1∈V

(σj = 0) ∧ (σj+1 = 1) (2)

βi =
1

|V | − 1

∑
j, j+1∈V

(σj = 1) ∧ (σj+1 = 0) (3)

γi =
1

|V | − 1

∑
j, j+1∈V

(σj = σj+1), (4)

where σj and σj+1 are the output responses to the input vectors,
j and j + 1, respectively. In (2)-(4), we simply count the number
of transitions that occur on each line as a result of the application
of the input vectors. The total count is divided by the number
of input vectors applied to obtain the transition probabilities. This
characterization is a one-time cost, unless the set of input traces
or the architecture changes significantly. In that case, the transition
probabilities will have to be recomputed.

Once the output transition probabilities have been determined, the
probabilities for the different types of transitions in Table I can be
calculated. For example, the probability of ansxs type transition
occurring on a three-wire interconnect is the probability that a
transition (i.e., 0→ 1 or 1→ 0) occurs on the center interconnect
and no transition occurs on the adjacent interconnects. Similarly,
the probability of anssx transition occurring is the probability that
no transitions occur on the first and second interconnects and a
transition occurs on the third interconnector a transition occurs on
the first interconnect and no transitions occur on the second and third
interconnects.

Assuming that the output lines are independent, we can calculate
the probability of a given transition type. Although this assumption
is not strictly valid, it is still a reasonable assumption because any
correlation that does exist between the output lines has already been
accounted for by the transition probabilities to a certain extent. We
will validate this assumption when we present our experimental
results in Section VI. The probability,p(t), for a given transition
type,t ∈ T , on theith output line is given by one of the following:

p(s, s, s) = γi−1 · γi · γi+1 (5)
p(s, x, s) = γi−1 · (αi + βi) · γi+1 (6)
p(s, s, x) = γi−1 · γi · (αi+1 + βi+1)

+ (αi−1 + βi−1) · γi · γi+1 (7)
p(s, x, o) = γi−1 · (αi · βi+1 + βi · αi+1)

+ (αi−1 · βi + βi−1 · αi) · γi+1 (8)
p(s, x, x) = γi−1 · (αi · αi+1 + βi · βi+1)

+ (αi−1 · αi + βi−1 · βi) · γi+1 (9)
p(x, x, x) = αi−1 · αi · αi+1 + βi−1 · βi · βi+1 (10)
p(x, s, x) = αi−1 · γi · αi+1 + βi−1 · γi · βi+1 (11)
p(x, x, o) = (αi−1 · αi + αi−1 · βi) · βi+1

+ (βi−1 · βi + βi−1 · αi) · αi+1 (12)
p(o, x, o) = αi−1 · βi · αi+1 + βi−1 · αi · βi+1 (13)
p(x, s, o) = αi−1 · γi · βi+1 + βi−1 · γi · αi+1. (14)

The total switching power of a single interconnect (i.e., an output
line), i, of length, l, is calculated as the sum of the total number
of each type of transition multiplied by its corresponding switching

power, Ptl , from the lookup table. Note thatPtl may need to
be extrapolated using the data for the lengths that are closest in
proximity to l. The number of transitions of a particular type can be
estimated by its probability,p(t), and by the number of input vectors,
N , applied. Summing over all interconnects,I (i.e., all output lines),
gives the total switching power,Psw, as

Psw = (N − 1)
∑
i∈I

∑
t∈T

pi(t)Ptl . (15)

In (15), it is necessary to estimate the length,l, of an interconnect.
In the industry, it is very unlikely that any chip design project begins
without an approximate, initial floorplan. This is because a floorplan
provides the minimum amount of information needed by high-
level estimation tools to provide designers with estimates of various
parameters like clock speed, power, area, etc. Thus, we assume that
a high-level RTL floorplan is always available for determining the
approximate distance between logic blocks. Accordingly, we use
center-to-center Manhattan distance between the blocks to estimate
the length of an interconnect. Experiments with commercial routing
tools indicate that in cell-based designs, approximately only2%
of semi-global and global interconnects violate Manhattan distance
routing when performing automatic place and route.

B. Power Due to Vias
Vias or contacts serve two purposes. They form the bridge between

(a) transistors residing on the substrate and the interconnect connect-
ing these transistors, and (b) interconnects running on multiple metal
layers. Traditionally, the power consumed by vias has been totally
ignored in estimating interconnect power. However, because the use
of repeaters is a very popular design practice, the power consumed
by vias must be taken into account to get a more accurate picture of
total interconnect power consumption.

The power consumed by vias,Pvias, is estimated by the product
of the number of vias,VN , and the power consumed by a single via,
Pvia. We will describe how to estimate the total number of vias in
the next section. Thus, we have,

Pvias = VNPvia. (16)

Pvia is heavily dependent upon the layer in which it resides.
Currently, our model does not take this into account because we
have not addressed the metal layer assignment problem (Section V-
E). Hence,Pvia is approximated either by taking an average of the
power consumed by vias of different configurations or by assigning
a weighting factor to each via configuration which represents its
proportionate contribution to all the vias present in the layout of
a circuit. Note that the power consumed by vias used in repeaters is
not estimated by (16). This will be accounted for in the following
subsection.

C. Power Due to Repeaters
Due to the shrinking feature size, interconnect wires are propor-

tionately getting longer as they are not scaling as well as transistors.
A wire can be modeled by a simple RC network. It is known that its
delay is a quadratic function of length because its resistance and its
capacitance are functions of its length [11]. Thus, the delay of a wire
has been increasing and the insertion of repeaters (a.k.a buffers) has
become common [6], [12], [23]. It is an accepted practice to insert
repeaters when the repeated wire delay is less than the unrepeated
delay [2], [7].

The global model determines the number of repeaters,NR, re-
quired on an interconnect. We will describe how this is estimated in
the next section. OnceNR is known, the number of repeater vias,VR,
can be obtained as twice the number of repeaters because separate
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paths are needed to descend to and ascend from the substrate (where
repeaters reside). Total repeater power is then obtained by summing
repeater power over all interconnects, as follows:

Prepeaters = CrepeaterV
2

ddf
∑
i∈I

ρiNRi + Pvia

∑
i∈I

VRi , (17)

where the capacitance of a single repeater,Crepeater, is given by
the equations in [7],ρi is the switching activity,Vdd is the operating
voltage,f is the clock frequency, andPvia is as described in the
previous subsection. We observe that since repeaters are inserted on
interconnects responsible for communication between logic modules,
their switching activity is determined by the switching activity on
the output lines of the modules. We also note that if the designer
so desires, he or she can add a term in (17) to incorporate leakage
power in the repeaters.

V. GLOBAL WIRE MODEL

In this section, we present a global modeling methodology for
interconnects. Global wire modeling attempts to develop a statistical
model that describes the characteristics of a single interconnect, given
its initial and terminal coordinates in the floorplan. It is differentiated
from the power models presented in the last section in that, it takes
a global perspective to estimate the topology and the layout of
an interconnect in a probabilistic way. Its primary purpose is to
determine the segment length distribution of an interconnect and
the number of vias and repeaters on this interconnect. As shown
in Fig. 3, this information is passed to the power models to obtain
actual power estimates. As mentioned earlier, accurate wire length
estimation indirectly validates our methodology since it is the most
important variable in our model. We will verify our global wire model
and hence, our overall methodology this way in Section VI.

Power models and global wire modeling techniques are relatively
independent of each other and the designer can combine different
methods from each domain in his or her model. Nevertheless, both
are equally important to wire modeling. As seen previously, there are
a variety of power models to which we have added ours. However,
there does not exist any high-level global wire modeling technique
that we are aware of. The following is the first step in the direction
of developing such a model.

A. Intermediate Point Model
Traditionally, Rent’s rule [12] has been applied to estimate the

length of an interconnect [7], [9], [14], [18]. It is an empirical
power law that holds well for modular designs with blocks containing
50,000 - 75,000 gates on average. It is stated as follows:

M = kGp, (18)

whereM is the number of terminals of a block,G is the number
of gates per block, andk and p are empirical constants. Generally,
one proceeds by making an assumption about the values ofk and
p and that they are constant. Unfortunately, this assumption is not
applicable in areas like HLS and SoC synthesis where high-level
design automation tools produce different circuit configurations for a
given high-level description due to different binding and scheduling
scenarios [23]. Since one of our objectives is to target such domains,
we choose not to use Rent’s rule. Instead, we seek to develop an alter-
native methodology for determining the segment length distribution
of an interconnect.

To determine the probabilistic segment length distribution of an
interconnect, consider the diagram shown in Fig. 6. We must route
between pointsA andB by possibly going throughn intermediate
points, D1, D2, . . . , Dn. These intermediate points can represent
some obstacles or other constraints that must be satisfied. We make
the following assumptions in our analysis:

1) we consider the Manhattan distance between pointsA andB;
2) we must route throughall intermediate points and at each point

we change directions (i.e., switch metal layers); and
3) the occurrence of intermediate points can be modeled as a

Poisson process.
We have been able to verify all of these assumptions experimentally.

We apply our analysis to the horizontal axis only, since the analysis
for the vertical axis is similar due to orthogonality. LetA be the
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Fig. 6. Routing point A to point B via intermediate pointsD1, . . . , Dn.

reference point and∆x represent the horizontal Manhattan distance
to B. The occurrence of the number of intermediate points,N , is a
sequence of discrete events that can be modeled by a Poisson process
and is given as,

p(N = n) =
(κ∆x)ne−κ∆x

n!
, (19)

whereκ is an empirical constant that will have to be determined on
a per design basis. The segment length distribution,L, between two
consecutive intermediate points, sayD1 andD2 (with n intermediate
points on the interconnect), is given by,

p(L|N = n) =

{
n

∆x

[
1− L

∆x

]n−1

n ≥ 1

δ(L−∆x) n = 0.
(20)

Now, the joint probability of the segment length distribution and the
number of intermediate points is the product of (19) and (20). Thus,

p(L, N) = p(L|N = n) · p(N = n)

=

{
n

∆x

[
1− L

∆x

]n−1
(κ∆x)ne−κ∆x

n!
n ≥ 1

δ(L−∆x)e−κ∆x n = 0.
(21)

To calculate the segment length distribution of the first segment, we
sum (21) forN = 0 →∞ to get,

p(L) =

∞∑
N=0

p(L, N) = δ(L−∆x)e−κ∆x + κe−κL 0 < L ≤ ∆x.

(22)
The termδ(L − ∆x)e−κ∆x in (22) takes into account those inter-
connects which have zero intermediate points. As can be seen, this
probability is very small when∆x is large.

The mean power,Wj , of segmentj is given by,

m(Wj |N = n) =

{
P j

u

∫ ∆x

0
wj

n
∆x

[
1− wj

∆x

]n−1

dwj

P j
u∆x

=

{
P j

u
∆x
n+1

n ≥ 1

P j
j ∆x n = 0,

(23)

where P j
u is the unit-length total switching power of segmentj

given by the switching power model described in Section IV-A. The
total mean switching power of an interconnect (withn intermediate
points),Wsw, is the sum of the means of the total switching power
of its segments. That is,

m(Wsw|N = n) =

n∑
j=0

m(Wj |N = n) =
∆x

n + 1

n∑
j=0

P j
u . (24)
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The expectation of the total switching power is then,

m(Wsw) =

∞∑
n=0

m(Wsw|N = n)p(N = n)

= ∆xe−k∆x
∞∑

n=0

(k∆x)n

(n + 1)n!

n∑
j=0

P j
u,n, (25)

whereP j
u,n is decided by the switching power model and metal layer

assignment.

B. Estimating the Value ofκ

In our model,κ is the only parameter that needs to be empirically
determined. We propose a few ideas that can be used to obtain its
value. We believeκ will be highly dependent upon the following
factors:

1) routing tool and algorithm;
2) total chip area of the design; and
3) design style.
Different routing tools and algorithms will produce different in-

terconnect structures depending upon their sophistication. Though
the segment length distribution will still follow an exponential
distribution, κ will be different. A bigger chip will require longer
semi-global and global interconnects that will affectκ. Finally, the
type of design style will also have an impact. The interconnect
structures for ASICs, full-custom, and semi-custom designs are quite
different. For example, in digital signal processing (DSP) applica-
tions, data transfers tend to occur on dedicated interconnects and are
multiplexed. They are usually called multiplexer-based interconnects.
However, in microprocessors, shared interconnects in the form of
busses exist between components that wish to communicate with each
other. Such architectural and “design style” differences will manifest
themselves in the need for different amounts of interconnect.

To overcome some of the above issues, we propose that a series
of lookup tables be built with respect to design styles for each type
of routing tool that is being used. Within each of these tables, each
chip of a particular area will have a value ofκ ascribed to it. This is
the value that is to be used in our model. For chip areas not present
in the tables, one will have to resort to interpolation to obtain the
value of κ. The experience of the designer will be needed to help
select the appropriate design style table.

The task of building design style tables may seem daunting, but it
is quite reasonable in practice. First, most companies have a few set
of design styles and/or routing tools. Thus, the tables will be quite
small. Second, the entries in the lookup tables need not be exhaustive.
Finally, companies can use their old designs to characterizeκ and
use the obtained data in the lookup tables. These tables constitute
the lookup tables forκ in Fig. 3.

C. Estimating Number of Vias

In estimating the number of vias, we again consider Fig. 6. Since
we have imposed the restriction that we must change directions every
time we encounter one of the intermediate points, it is obvious that
there exist only two possible paths in routing fromA to B. The
number of vias required in each case is2n + 1. If we removed the
above restriction, there would be2n+1 possible paths fromA to B.
Of these,2n−1, 2n−1, and 2n paths would have2 + n, 2 + 2n,
and4 + 2n vias, respectively. The average via per path is the total
number of vias divided by the total number of possible paths. This
yields an average ofd3 + 1.75ne vias per path. This result shows
that our original restriction is reasonable. The total number of vias,
VN , is estimated by calculating and summing the number of vias at
each pointA that needs to be routed to each pointB.

D. Estimating Number of Repeaters

In estimating the number of repeaters, we use the approach
presented in [7]. For a given process technology, the optimal distance,
lopt, between repeaters was originally formulated in [12] and restated
in [7] as,

lopt = 3.24

√
roCnmos

RwCw
, (26)

where ro and Cnmos are the resistance and capacitance of a
minimum-sized nMOS transistor, respectively, andRw and Cw are
the resistance and capacitance per unit length of the wire, respec-
tively. The number of repeaters,NR, and the number of repeater
vias, VR, on a wire of length,∆x, is given by:

NR =
VR

2
=

{
0 if ∆x < lopt

d ∆x
lopt

e − 1 otherwise. (27)

E. Metal Layer Assignment
We devote this subsection to discussing the problem of assigning

metal layers to interconnects. In a multi-layer interconnect scheme,
it is important to determine the probability that an interconnect
will reside on a particular layer as well as determine the criteria
under which it will be promoted to the next layer. This will aid in
understanding how interconnects are distributed across metal layers.
It will also help in estimating the capacitance of an interconnect since
different segments residing on different layers will have different
capacitances. Intuitively, we can say that the longer the interconnect,
the greater its probability of being situated in a higher metal layer.

This is a difficult question that is open for further research. We
state the problem as follows. Givenm levels of metal layers,l1,
l2, . . . , lm, in a specific process technology that run in a particular
direction (either horizontally or vertically), what is the probability,
p(l1), p(l2), . . . , p(lm), that the segments of an interconnect of
length ∆x with n intermediate points reside at a particular metal
layer lk (k ∈ {1, 2, · · · , m})?

F. Summary
To summarize the global model, the total mean power of an

interconnect,Wtotal, is given as,

m(Wtotal) = m(Wsw) + m(Wv) + m(Wr), (28)

wherem(Wsw) is the total mean switching power given in Section
V-A, m(Wv) is the total mean via power given in Section V-C, and
m(Wr) is the total mean repeater power given in Section V-D.

VI. EXPERIMENTAL RESULTS

We present experimental results to validate our proposed method-
ology in this section. Table II shows a brief description of each
benchmark in our benchmark suite. The first eight benchmarks are
DSP applications while the remaining seven benchmarks are micro-
processor core designs [25], [29]. Each benchmark was synthesized
using Design Compiler from Synopsys [30] and the VTVT library
[31] based on TSMC 0.25µm technology. The circuits were placed
and routed automatically using Silicon Ensemble from Cadence [32].
The longest time required to synthesize and place and route a circuit
was about 12 hours and 20 minutes. All of our experiments were
conducted on a SPARC workstation with four 333 MHz processors
and 4GB of main memory.

To our knowledge, there exists no tool to solely provide estimates
of interconnect power. Thus, it is not useful for us to present inter-
connect power estimates because we have no basis for comparison.
Consequently, we validate our overall methodology indirectly by
verifying the individual components that comprise it. In the future, we
plan to implement our model as a package within an HLS framework
and report on its estimation results.

A. Switching Power Model
We measured the error between counting and estimating the types

of transitions. The transition probabilities were first characterized
using input traces of 25,000 vectors. Then, vector sets of length in
multiples of 500 (up to 5,000 vectors) were applied to estimate the
number of each transition type and the associated switching power
given by our proposed model. Fig. 7 compares the resulting error
of our method against the method in [27] for benchmarks 1 - 6
using three different sets of vectors (similar results were obtained
for the other benchmarks and vector sets). We see that the average
error is about 6%. This verifies our assumption that the output
lines are independent. Since our method uses equations, its run-
time (after initial characterization) is independent of the size of
the input traces. Fig. 8 plots the speedup obtained by our method
on vector sets of different lengths. We observe that speedup over
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TABLE II
BENCHMARK CHARACTERISTICS

# Benchmark Description Area (µm2) Cell count κ ( 1
µm

) R2

1 Chemical IIR filter 492,617 6,495 1.067± 0.022 0.99412
2 DCT Lee DCT algorithm 498,986 6,754 1.061± 0.013 0.99721
3 DCT Wang DCT algorithm 551,207 7,269 1.015± 0.052 0.95974
4 DCT Dif DCT algorithm 335,069 4,377 0.941± 0.044 0.97227
5 Elliptic Elliptic wave filter 266,023 3,184 1.035± 0.027 0.98844
6 Paulin Differential equation solver 155,238 1,882 1.031± 0.069 0.93601
7 JPEG Encoder JPEG core 9,302,175 125,870 0.979± 0.045 0.97363
8 Biquad Filter Biquad IIR filter 326,839 4,263 1.069± 0.039 0.97822
9 DES Data Encryption Standard core 6,882,506 83,869 0.782± 0.079 0.93248

10 FPU IEEE 754 floating point unit core 1,098,412 16,315 0.833± 0.061 0.95469
11 PLASMA MIPS core 1,331,585 18,442 0.902± 0.029 0.98701
12 RISC Mini RISC core 190,958 2,097 0.827± 0.071 0.94365
13 UART 16550 UARTµcontroller core 384,730 4,159 0.939± 0.018 0.99523
14 AES Cipher Rijndael encrypt core 1,266,766 19,751 0.698± 0.053 0.96936
15 AES Decipher Rijndael decrypt core 2,085,187 27,393 0.770± 0.044 0.97653
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Fig. 7. Error in switching power estimation by estimating the number of
transition types rather than explicitly counting.
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Fig. 8. Total speedup. (Note: Initial characterization time is not considered
when calculating speedup, as speedup is intended to reflect the advantage
gained when using our method iteratively.)

four orders of magnitude is attainable for vector sizes of just 5,000.
In calculating the speedup, we have not factored in the time for
initial characterization because the speedup is intended to reflect the
advantage that will be gained when a high-level design automation
tool iteratively estimates switching power for similar architectures
inside its inner loop as it explores the design space.

B. Global Wire Model
Table II shows the chip size, the total cell count, the value ofκ,

and the quality of regression fit,R2, on κ obtained for each of the
circuits after place and route. We wrote Perl scripts to analyze the
GDSII database which contained all the low-level mask information
about interconnects. Essentially, we counted the number of segments
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Fig. 9. Segment length distribution for the benchmarks in Table II. The
x-axis represents binned data (in units of103) to get a meaningful value of
κ during data regression.
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Fig. 10. Value ofκ as a function of the length of a chip. The rectangles
represent DSP applications (benchmarks 1-8) while the circles represent
microprocessor designs (benchmarks 9-15).

and the length of each segment. Fig. 9 shows a plot of the length
of the segment (not to be confused with total interconnect length)
versus its frequency for each individual benchmark. Thex-axis has
been binned (in units of103) to get meaningful values ofκ during
data regression. The plotted curve withκ = 0.93 represents the
average of allκ in Table II. We can see that the raw data follows an
exponential distribution quite nicely. Furthermore,R2 is high for the
majority of benchmarks indicating a good regression fit by Origin
[33]. This validates our assumption that we can model the number
of intermediate points as a Poisson process.

We also ran tests to see how many of the interconnects violated
the Manhattan distance and whether they changed direction at the
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TABLE III
ESTIMATION OF V IAS

Benchmark Actual Projected Error (%)

Chemical 31,454 32,763 4.2
DCT Lee 32,701 34,245 4.7
DCT Wang 36,501 38,142 4.5
DCT Dif 22,806 23,422 2.7
Elliptic 17,953 17,934 −0.1
Paulin 10,201 10,537 3.3
JPEG Encoder 606,936 648,771 6.9
Biquad Filter 20,371 21,601 6.0
DES 487,234 491,323 0.8
FPU 87,274 89,916 3.0
PLASMA 117,008 117,405 0.3
RISC 11,084 11,805 6.5
UART 24,025 23,866 −0.7
AES Cipher 118,927 120,383 1.2
AES Decipher 164,593 166,757 1.3

intermediate points. We observed that only about2% of the semi-
global and global interconnects (i.e., routed on metal2 and higher) did
not follow a Manhattan distance while every interconnect changed
direction at each intermediate point. This verifies our other two
assumptions in our global wire model.

From Table II, it can be seen thatκ varies from 0.698 to 1.069.
However, if we look at Fig. 10, which shows the value ofκ as
a function of the length of the chip (i.e., square root of area),
we can make some interesting observations. First, the value ofκ
for rectangular points is tightly centered around 1.0 and seems to
be independent of circuit size. Furthermore, all these data points
represent DSP applications (benchmarks 1-8). The circular points
represent microprocessor designs (benchmarks 9-15) and we can see
that the situation is reversed here in that,κ varies significantly. This
seems to give strong support to our original hypothesis that the value
of κ will be dependent upon the “design style.” We believe that the
variance inκ in the microprocessor designs, is due mainly to the
unique architecture of each design. Also, microprocessor designs tend
to have a higher proportion of semi-global and global interconnects
which should, as observed experimentally, result in a smaller value
for κ. The overall conclusion is that the use of lookup tables seems
to be an appropriate way to estimateκ.

C. Number of Vias
We used our global wire model to estimate the number of vias

that were required in each benchmark. Table III shows the number of
vias reported by Silicon Ensemble, the estimate given by our model,
and the resulting error. The average absolute error is approximately
3%. It is here that we see the importance of taking via power into
consideration. For example, we note that JPEG Encoder has over half
a million vias.

VII. C ONCLUSIONS

As technology scales, power in semi-global and global inter-
connects is beginning to have a significant impact on the total power
consumption of a chip. It is important to identify the major sources of
power consumption in interconnects and quantify them with simple,
first-order models. To that end, we have presented a computationally
efficient, high-level power model which provides a comprehensive
study of the major sources of power consumption. Based on switch-
ing probabilities, we have introduced a novel way of estimating,
rather than counting, the type of transition to determine switching
power. Our model also considers the often ignored via power due
to multi-level metal layers and repeater insertion. Furthermore, we
have proposed a high-level global wire model in which we have
derived a simple segment wire-length distribution for cases in which
Rent’s rule may be inadequate. We have also posed a question of
metal layer assignment to interconnects that needs to be addressed
in the near future. Through experimental results, we have been able
to validate our methodology. We hope that our methodology can
be easily integrated into current high-level design automation tools
to get estimates of interconnect power to enable interconnect-aware
synthesis.
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