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ABSTRACT
Interconnects have been shown to be a dominant source of energy
consumption in modern day System-on-Chip (SoC) designs. With
a large (and growing) number of electronic systems being designed
with battery considerations in mind, minimizing the energy con-
sumed in on-chip interconnects becomes crucial. Further, the use
of nanometer technologies is making it increasingly important to
consider reliability issues during the design of SoC communica-
tion architectures. Continued supply voltage scaling has led to de-
creased noise margins, making interconnects more susceptible to
noise sources such as crosstalk, power supply noise, radiation in-
duced defects, etc. The resulting transient faults cause the intercon-
nect to behave as an unreliable transport medium for data signals.
Therefore, fault tolerant communication mechanisms, such as Au-
tomatic Repeat Request (ARQ), Forward Error Correction (FEC),
etc., which have been widely used in the networking community,
are likely to percolate to the SoC domain.

This paper presents a survey of techniques for energy efficient
on-chip communication. Techniques operating at different levels
of the communication design hierarchy are described, including
circuit-level techniques, such as low voltage signaling, architecture-
level techniques, such as communication architecture selection and
bus isolation, system-level techniques, such as communication based
power management and dynamic voltage scaling for interconnects,
and network-level techniques, such as error resilient encoding for
packetized on-chip communication. Emerging technologies, such
as Code Division Multiple Access (CDMA) based buses, and wire-
less interconnects are also surveyed.

Categories and Subject Descriptors
B.4.3 [Input/Output and Data Communications]: Interconnec-
tions (Subsystems); C.5.4 [Computer System Implementation]:
VLSI Systems

General Terms
Design, Performance, Reliability

Keywords
System-on-Chip Design, Low Power Design, Energy Efficient De-
sign, Communication Architectures, Power Management
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Figure 1: SoC interconnect architecture optimization involves
all layers of the design hierarchy

1. INTRODUCTION
Interconnect wires account for a significant fraction (up to 50%

[1]) of the energy consumed in an integrated circuit, and this frac-
tion is only expected to grow in future. In fact, it is projected that,
as technology scales to the nanometer regime, the delay and en-
ergy consumption of global interconnect structures will prove to
be a major bottleneck for SoC design [2, 3]. With designers striv-
ing to improve the lifetime of battery operated, personal computing
devices [4], minimizing the energy consumed in on-chip intercon-
nects becomes crucial. However, doing so requires the use of a
structured, interconnect oriented, design methodology at all layers
of the hierarchy from the system-level down to physical design.

Interconnect oriented design poses a whole new set of challenges
for designers. The advent of deep sub-micron technology also
brings several signal integrity issues to the forefront [5, 6]. Supply
voltage scaling, used extensively to reduce energy consumption,
has led to decreased noise margins, making interconnects less im-
mune to the vagaries of power supply noise, inter-wire crosstalk, ra-
diation induced soft errors, electromagnetic interference, etc. With
next generation SoCs expected to have multi-billion transistors, en-
suring efficient and reliable transport for data signals becomes a
daunting task indeed. Existing low power system design method-
ologies are ill-equipped to tackle this problem because they fol-
low an error avoidance paradigm, where the aim is to eliminate all
noise related errors through fine-tuned circuit design. Clearly, this
will become very costly, if not impossible, given the complexity of
future SoCs. Therefore, the paradigm has to change to one of error
tolerance in which, after a moderate amount of design time opti-
mization, the focus is on error resilience techniques to combat run
time errors and ensure correct system functionality.

We believe that designing a high-performance, reliable, and en-
ergy efficient SoC communication architecture will require a judi-
cious interplay of error-avoidance and error-tolerance techniques
spanning all levels of the design hierarchy, as shown in Figure 1.
This paper presents a survey of several such techniques that can
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Figure 2: Simple two inverter signaling configuration

be used to design next generation SoC communication architec-
tures. The remainder of this paper is structured as follows. We start
off by describing circuit-level optimizations in Section 2. Section
3 describes architecture-level techniques, such as communication
architecture selection, and on-chip networks. Section 4 describes
system-level optimizations, including the recently proposed adap-
tive supply voltage interconnects. Section 5 deals with network-
level issues for packetized on-chip communication, including dy-
namic error resilience techniques. Section 6 presents two novel
communication architectures for SoC design, based on Code Divi-
sion Multiple Access (CDMA) buses, and Radio Frequency (RF)
interconnects. Section 7 presents the conclusions.

2. CIRCUIT LEVEL TECHNIQUES
The most widely used form of signaling is the classical two-

inverter configuration with rail-to-rail signal swing [7]. This con-
figuration is illustrated in Figure 2. As shown in the figure, both
the transmitter and receiver are CMOS inverters. Intermediate re-
peaters are often used to improve signal characteristics [8]. Such a
full swing signaling scheme is inefficient in terms of energy con-
sumption. The energy consumption of an interconnect wire in one
clock cycle is given by [9]:

Ewire = �� C � VDD � Vswing (1)

where � is the switching activity (per clock cycle) of the signal that
is being transmitted, C is the physical capacitance switched during
signal transitions, VDD is the supply voltage, and Vswing is the
voltage swing across the wire.

Since the two inverter configuration uses a voltage swing of VDD,
lowering the supply voltage leads to a quadratic reduction in the en-
ergy. In addition, reducing the voltage swing also results in lower
wire delays [22]. Several low swing signaling techniques are pro-
posed in [10]. However, low swing sensing decreases the noise
margin, which is a concern in low supply voltages (below 1.8V).
Circuit reliability can be improved through the use of complex re-
ceiver circuitry [5] that, in turn, has an adverse effect on power
consumption. An alternative signaling scheme is differential sig-
naling [5], in which information is conveyed as the difference in
voltage between two signal wires. Differential signaling is attrac-
tive due to its high common-mode noise rejection, allowing for a
further reduction in the signal swing. However, differential sig-
naling has a high overhead due to additional interconnect and its
routing. To ammortize this overhead, pseudo-differential (PD) sig-
naling schemes have been proposed, where the reference signal is
shared among multiple bus lines and receivers. The low voltage
differential signaling (LVDS) standard [11] provides designers with
guidelines on optimizing interconnect energy consumption through
the use of differential signaling techniques. Finally, the use of
current-mode signaling has also been explored, and holds promise,
for global on-chip interconnects [12].

C1 C2 C3 C4
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Segment 1
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Segment 2
BusSplitter
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Figure 3: A split bus communication architecture

3. COMMUNICATION ARCHITECTURE
SELECTION

The choice of system-level communication architecture has a
significant impact on the system performance and energy consump-
tion. A commonly used SoC communication architecture is a shared
bus, due to its simple topology, low area cost, and extensibility.
However, a monolithic shared bus is often inefficient from an en-
ergy viewpoint, because, (i) the load capacitance of the entire bus
has to be driven during each data transfer, and (ii) since all the traf-
fic shares a single path, only one component pair can communicate
at any given time, requiring high frequency bus operation to achieve
the required throughput. To alleviate these problems, several alter-
native communication architectures have been developed.

3.1 Bus splitting
Bus splitting or bus isolation, analyzed in [15], involves split-

ting a monolithic bus into multiple segments, with dual port drivers
connecting adjacent segments, as shown in Figure 3. The dual port
drivers, when enabled, relay the data from one bus segment to the
other, thus retaining the functionality of the monolithic bus. Both
AMBA [13] and IBM CoreConnect [14], two widely used on-chip
buses, have a split bus architecture, with a low-speed peripheral bus
attached to the main high-speed system bus through a bridge.

A split bus architecture has obvious energy-related circuit advan-
tages such as reduced capacitive load during bus transfers. It was
reported in [15] that the use of a split bus architecture yields energy
savings of 16%-50% over a monolithic bus, depending on the traf-
fic characteristics, and configuration of the split bus. More impor-
tantly, a split bus offers several architectural advantages, such as in-
creased concurrency and energy efficiency during bus transactions.
Data transfers can proceed in parallel in different bus segments due
to the isolation provided by the bridges. Although the basic idea of
bus splitting is well known, there are several interesting design is-
sues involved, which merit further investigation. For example, the
split could be vertical (i.e., across the width of the bus) as shown
in Figure 3, or could even be horizontal (i.e., along the length of
the bus), in which case a single bus gets split into multiple smaller
bitwidth buses. The decision of whether, and how often, to split a
bus is strongly dependent on the energy overhead of the drivers, and
the logic and wires required to generate and propagate the enable
signals. Therefore, techniques that provide architectural insights to
guide the bus splitting, and tools that automate the process, also
need to be developed to facilitate the adoption of bus splitting into
standard SoC design flows. Finally, the effect of floor planning de-
cisions on the system energy consumption is evident from the above
discussion. Restricting high traffic communication to a single bus
segment, by appropriately placing the components involved in such
communication, leads to improvements in both the throughput and
energy consumption of the communication architecture.
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Figure 4: A router based communication architecture

3.2 Router based communication architectures
An alternative approach is to use a router based on-chip inter-

connect architecture, as shown in Figure 4. Such an approach has
been adopted at the board level for interconnecting components in
a wireless multimedia node [16]. The router could, in theory, be a
fully connected crossbar, though it may be optimized for reduced
complexity by exploiting the fact that not every component on the
chip will need to talk to every other component. Further, optimiza-
tions such as those presented in [17] can be used to reduce latency,
and improve crossbar utilization. Similar to a segmented bus, a
router based architecture has several energy-related advantages:

� The isolation of components from each other leads to re-
duced capacitive loading during data transfers, which results
in lower energy consumption.

� The increased parallelism enabled by the router results in
a higher throughput, which can be traded off for additional
energy savings through the use of frequency/supply voltage
scaling, or other power-performance trade off techniques.

A router based architecture also provides flexibility in design com-
position, which is of increasing importance in upcoming platform-
based designs composed of intellectual property cores. It was shown
in [16] that the energy benefits of a router based communication ar-
chitecture increase as the number of components present in the sys-
tem increases. With next generation SoCs expected to have a large
number of components [18], adopting a router based communica-
tion architecture can potentially lead to significant energy savings.
Researchers have just begun to investigate the merits/demerits of
such an approach by analyzing and modeling the power consump-
tion of routers and switches [19, 20]. Efforts are also underway
to develop modeling and simulation frameworks for on-chip com-
munication architectures [21]. Such a framework will enable SoC
designers to quickly and efficiently explore the communication ar-
chitecture design space.

3.3 Networks on chip
The work in [22] advocates replacing the global wiring on a chip

with a general purpose interconnection network. It is argued that
such an approach structures the top level wires in a chip, and fa-
cilitates modular design. Structured wiring results in predictable
electrical parameters, such as crosstalk, etc. In addition, a regular
global wiring structure will also enable the use of advanced perfor-
mance optimization techniques, such as wavefront pipelining [23].
Figure 5 shows an on-chip network, with computational logic par-
titioned and placed into regular tiles. The tiles interface to the net-
work logic, and communicate by sending packets to each other.

Building on the concept of on-chip networks, [24] proposes a
three layer protocol stack model for packetized inter-component
data communication. The authors’ viewpoint is that the complexity

Network
Logic

Computational
Logic Blocks

Figure 5: A tile based on-chip interconnection network

of next generation SoCs, combined with noise effects, will result
in system operation not being fully deterministic. As a result, SoC
design will require the use of stochastic models and tools, as well
as probabilistic metrics of performance, such as those applied ex-
tensively in the field of computer networking. Based on a similar
argument, the authors of [25] propose to use the standard seven
layer ISO/OSI protocol model for on-chip networks. However, it
is still unclear if such a full blown protocol stack will be practical,
since the latency for transferring information down the transmitter
stack, through the channel, and up the receiver stack might be unac-
ceptably high. Recent research has also focused on optimizing the
design of application specific on-chip networks by analyzing and
exploiting application-level traffic patterns [26]. Finally, note that
a large class of on-chip networks, namely direct networks, involve a
router based communication architecture, described in Section 3.2.

4. SYSTEM LEVEL TECHNIQUES

4.1 Communication based power management
The communication architecture plays an important role in system-

level power management as well. The authors of [27] introduce the
concept of communication architecture based power management
(CBPM), where the communication architecture regulates the ex-
ecution of system components to yield a battery friendly system-
level current (and power) profile. The rationale behind CBPM is
threefold, (i) integrating the system-level power management func-
tionality into the communication architecture, which binds the sys-
tem components together, eliminates the need for a separate power
management entity, (ii) due to its connectivity, the communication
architecture can gather information (such as the execution states
of system components) required to make power management deci-
sions, and also deliver these decisions to the various system com-
ponents, and (iii) since the communication architecture schedules
inter-component communications, it can control the timing of a
component’s power modes, thus regulating the component’s (and
therefore, the system’s) power profile. In [27], CBPM policies were
used to design a battery efficient IEEE 802.11 medium access con-
trol (MAC) processor. It was reported that the use of CBPM yields
a performance-battery life tradeoff (e.g., a gain of 3.2X in battery
life with a performance degradation of 2.3X) that is superior to
what can be achieved using conventional power management tech-
niques, such as frequency scaling.

4.2 Adaptive supply voltage links
Adaptive supply regulation, also called dynamic voltage scaling

(DVS), has proven to be an effective technique for energy opti-
mization of microprocessors. DVS schemes dynamically adjust the
processor clock frequency and supply voltage to just meet instanta-
neous performance requirement, making the system energy aware.
In [28], the same concept is applied to serial interconnect links. It
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is shown that the power consumption of a link varies by 10X over
the range of link frequencies (and corresponding supply voltages).

Based on the adaptive supply link developed in [28], the authors
of [29] present a DVS technique for energy efficient interconnec-
tion networks. The motivation for the work is that, much like
microprocessors, communication architectures too display a wide
variance in their utilization, depending on the communication pat-
terns of applications [31]. The DVS algorithm presented in [29] is
a variant of previously proposed history based DVS techniques for
processors, and adapts the link’s frequency and supply voltage in
accordance with the instantaneous traffic bandwidth. The authors
report power savings of 3.2X on average, with a slight degradation
in throughput and latency, compared to fixed supply links. How-
ever, the effect that supply voltage reduction has on the link’s relia-
bility is not considered in [29] since it is assumed that the intercon-
nect link operates with negligible bit error rates over a wide range
of frequencies and supply voltages. While this is often true for
inter-chip interconnects due to the use of advanced signaling tech-
niques, it is unlikely to be the case for on-chip interconnect wires.
As will be seen in Section 5, reducing the supply voltage of a link
increases the bit error rate. Therefore, DVS schemes, in the case of
on-chip interconnects, should attempt to maintain the system’s fi-
delity through techniques such as error resilient encoding. Further,
combined speed scaling and shutdown techniques for computation
systems, such as [30], also impact the timing of system-level com-
munication transactions as well as when architectural components
are scheduled for shutdown. Going forward, these algorithms will
need to account for the effect of voltage scaling on channel relia-
bility as well. Finally, the practical use of adaptive supply inter-
connects is likely to be dictated by the feasibility of generating and
distributing multiple variable supply voltages on-chip.

5. NETWORK LEVEL ISSUES
The techniques presented thus far do not explicitly account for

the effect of noise on the interconnect reliability. Since a noisy
interconnect behaves as an unreliable transport medium, and in-
troduces errors in the transmitted signals, the communication pro-
cess needs to be fault tolerant to ensure correct information transfer.
This is done through the use of channel coding [32]. Channel cod-
ing schemes introduce a controlled amount of redundancy in the
transmitted data, increasing its noise immunity. Next, we describe
the impact of error coding schemes on the interconnect reliability
and energy consumption.

5.1 Modeling interconnect reliability
An interconnect wire, at a high level of abstraction, can be mod-

eled as a noisy communication channel over which bit streams are
transmitted. The error performance of such a channel has been
analyzed in [33], and improved in [34]. To understand the interde-
pendence of the error performance of an interconnect link on the
supply voltage, we make the following assumptions (as in [33])
about the channel characteristics:

� The channel is memoryless, i.e., the noise process affecting
a given bit is independent of that affecting preceding or suc-
ceeding bits.

� All the noise sources collectively induce a noise voltage, VN ,
on the channel, which follows a Gaussian distribution1 with
zero mean, and variance �2N . This assumption has been shown
to be valid for off-chip I/O links [35].

1As described in [5], correlated noise sources should be summed
up using a worst case analysis before being bundled with the re-
maining uncorrelated noise sources as a single Gaussian source.

0

1

0

1
1-p

1-p

p

p

Figure 6: A binary symmetric channel
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Figure 7: Bit error rate versus supply voltage for �N = 0:2V

� The logic switching threshold of a CMOS inverter is equal to
VDD
2

, where VDD is the supply voltage. If the noise distorts
the transmitted signal by more than the logic threshold, an
error occurs.

The first and last bullets above imply that the channel is a Binary
Symmetric Channel (BSC) [32]. In a BSC, the probability that a
bit will be received incorrectly is independent of the actual bit value
itself, as illustrated in Figure 6. The parameter, p, is the probability
that a given bit arrives flipped at the receiver, and hence, represents
the Bit Error Rate (BER) of the channel. The probability that
the noise voltage is V , is given by the Gaussian probability density
function:

p (V ) =
1

�N �
p
2�

e

�V
2

2�2

N (2)

Therefore, the BER, which is the probability that the noise voltage
exceeds the logic threshold, is given by:

BER =

Z 1

VDD

2

p(V ) dV (3)

=
1

�N �
p
2�

Z 1

VDD

2

e

�V
2

2�2

N dV (4)

=
1p
2�

Z 1

VDD

2�N

e
�V

2

2 dV (5)

= Q

�
VDD

2 � �N

�
(6)

where Q(�) is the Gaussian tail function given by:

Q (x) =
1p
2�

Z 1

x

e
�u

2

2 du (7)

Equation (6) defines the dependence of channel reliability (in terms
of BER) on the supply voltage. This dependence is shown in Figure
7. As the supply voltage decreases, the BER increases, and hence
the reliability of the channel decreases. It is clear that any future
advances in DVS will need to account for this dependence.
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5.2 Error correction versus Retransmission
Linear block codes [32] are commonly used for channel cod-

ing. Using an (n; k) linear block code, a data block, k bits long,
is mapped onto an n bit code word, which is transmitted on the
channel. The receiver examines the received signal, and declares
an error if it is not a valid code word.

Once an error has been detected, it can be handled in one of two
ways, (i) Forward Error Correction (FEC), where the properties of
the code are used to correct the error, if possible, or (ii) Retrans-
mission, also called Automatic Repeat Request (ARQ), where the
receiver asks the sender to retransmit the codeword that was in er-
ror. FEC schemes require a more complex decoder2, while ARQ
schemes require the existence of a reverse (or feedback) channel
from the receiver to the transmitter. The tradeoffs between the two
techniques, as well as a hybrid FEC/ARQ scheme, were first ex-
plored in [36], for wireless communications. In the context of on-
chip communication, the energy efficiency of FEC based, as well
as ARQ based, schemes was studied in [37]. Several variants of
Hamming codes [32] (which are a subset of linear block codes)
were implemented in the VHDL model of a SPARC V8 compli-
ant embedded processor, and retransmissions were carried out in a
manner compliant to the AMBA on-chip bus standard [13]. Trace
driven simulations showed that, for the same constraint on system
reliability, ARQ schemes enable the use of a lower supply voltage
compared to FEC schemes. Further, the decoder in FEC schemes
incurs a large energy overhead. As a result, ARQ schemes are more
energy efficient than FEC schemes, inspite of the higher number of
bits transferred. However, it is expected that as technology scales,
the ratio of computation cost to on-chip communication cost will
decrease, bridging the gap between the two strategies.

5.3 Protocol considerations
The adoption of packetized on-chip communication makes the

organization of the communication protocol stack extremely cru-
cial. The stack should be lightweight to ensure negligible perfor-
mance and energy overheads during communication. We envision
the use of a simple three-layer protocol stack, comprising of phys-
ical, data-link, and network layers. While the physical layer would
implement techniques such as voltage scaling, the data-link layer
would implement medium access control (MAC) and error con-
trol techniques and its related decisions. An example of a MAC
protocol is the TDMA based two-level arbitration protocol used
in the Sonics micronetwork backplane [38]. Data routing algo-
rithms, implemented at the network layer, establish the path a mes-
sage follows through the network to its final destination. Several
energy efficient routing algorithms have been developed for con-
ventional networks (especially wireless) [39], which, in addition to
minimizing communication energy, also balance out the spatial dis-
tribution of energy consumption in the network. In the context of
SoCs, such a routing algorithm will also help avoid local hot spots,
thereby simplifying SoC thermal management. Researchers have
just started to address the issue of energy efficient data routing in
tile based on-chip networks [40, 41].

6. EMERGING TECHNOLOGIES
As the importance of a well designed communication architec-

ture to SoC performance and energy consumption is understood,
on-chip communication architecture design is attracting an increas-
ing amount of research attention [42]. Next, we discuss two emerg-

2This is because FEC schemes involve both error detection and cor-
rection, whereas ARQ schemes involve only error detection, which
is far less complex.

ing technologies, which present interesting alternatives to conven-
tional SoC communication architectures.

6.1 CDMA based buses
A new bus architecture is proposed in [43], which is based on

the Direct Sequence Code Division Multiple Access (DS-CDMA)
technique. Unlike CDMA for wireless, on-chip signaling is base-
band and does not require upconversion to radio frequency (RF).
The basic principle of a CDMA based bus is that each transmit-
ter modulates its data using a code sequence, which is orthogo-
nal to the code sequences used by other transmitters. The modu-
lated data is injected onto the bus, using a charge pump. Orthog-
onal codes (e.g., PN codes, Walsh codes) have the property that
a code sequence has a high correlation with itself, and low (ide-
ally, zero) correlation with other code sequences. Therefore, a re-
ceiver that demodulates the received signal using the correct code
sequence can successfully retrieve the data, even in the presence
of other transmissions. This enables an on-chip communication
paradigm where multiple transmissions can proceed, in parallel,
over the shared physical medium, unlike conventional architectures
where only one component can transmit at a given time.

6.2 Wireless interconnects
Another recently proposed inter/intra-chip communication tech-

nique is the use of wireless interconnects [44]. Information transfer
between components is done using miniature radio transceivers that
transmit signals through a micro strip transmission line that is off-
chip, but on the package. Such an approach is motivated by the
low cost of the radio transceivers. In effect, such a communication
mechanism creates a miniature wireless LAN on the chip. A signal
to be transmitted is up-linked to the transmission line using a capac-
itive coupler, which acts as a near field antenna. Similar capacitive
couplers down-link the signal to the input ports of the receiving
component. Such an RF interconnect system also allows multi-
ple users to transmit information simultaneously, through the use
of either Frequency Division Multiple Access (FDMA) or CDMA
techniques. The authors of [44] report that an RF communication
architecture provides extremely high bandwidth, and supports up
to 50 parallel data transmissions. The work in [45] also proposes
to use wireless interconnects for configuring, monitoring, and di-
agnosing the various components in a computer system.

7. CONCLUSIONS
On-chip communication architectures play a crucial role in de-

termining the performance and energy consumption of deep sub-
micron SoCs. Designing an energy efficient and reliable intercon-
nection architecture requires careful optimization at all layers of
the design hierarchy. This paper presented a survey of techniques
that can be used to design low energy, fault tolerant SoC communi-
cation architectures. In addition to the techniques discussed in this
paper, other well-known techniques such as code-compression, bus
encoding to minimize switching activity, etc., can be used to further
reduce on-chip communication energy. By adopting an optimiza-
tion strategy based on these techniques, system designers will be
able to alleviate, if not completely avoid, the interconnect related
performance and energy problems that are projected to be bottle-
necks for future SoC design.
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