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ABSTRACT
As power consumption of the clock tree in modern VLSI designs tends to dominate, measures must be taken to keep it under control. This paper introduces an approach for reducing clock power based on clock gating. We present a methodology that, starting from an RTL description, automatically generates a set of constraints for driving the construction of the clock tree by the clock synthesis tool. The methodology has been fully integrated into an industry-strength design flow, based on Synopsys DesignCompiler (front-end) and Cadence Silicon Ensemble (back-end). The power savings achieved on some industrial examples show that, when the size of the circuits is significant, savings on the power consumption of the clock tree are up to 75% larger than those achieved by applying traditional clock gating at the clock inputs of the RTL modules of the designs.

Categories and Subject Descriptors
B.5 [Hardware]: Register-Transfer-Level Implementation; B.6 [Hardware]: Logic Design; B.7 [Hardware]: Integrated Circuits
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Design
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1. INTRODUCTION
The clock distribution network normally accounts for more than 40% of the total power budget of a CMOS circuit, as the clock nets operate at the highest switching frequency of any other signal and they drive a large fanout. Designing the clock tree is thus critical not only for performance, but also for power.

Early work on clock tree synthesis focused on the generation of zero-skew trees [10] or minimum wire-length [4] clock distribution networks. More recently the area of low power clock tree synthesis has been investigated. In [5], the authors proposed an approach based on reduced voltage swings, while in [3] power savings on the clock network were obtained by taking advantage of interconnection parasitic inductance. Also, solutions based on power-constrained buffer insertion and simultaneous buffer and clock wire sizing can provide significant savings [11, 2, 1]. Although these techniques are effective, none of them considers that clock signals are not always needed, and thus power can be saved by masking off (i.e., gating) the clock when circuits are idle.

Clock gating can significantly reduce the switching activity in a circuit and on clock nets; thus, it has been viewed as one of the most effective logic, RTL and architectural approaches to power minimization. Unfortunately, if applied in an uncontrolled fashion, gating can adversely impact clock power. In fact, in order to amortize its power and area overhead, clock-gating logic should be shared among several flip-flops. If the flip-flops that share a common gated clock (i.e., a gated-clock domain) are widely dispersed across the chip, a significant wiring overhead is induced in the clock distribution network, as each domain must be independently distributed on dedicated wires. As a result, clock drivers in each domain are loaded with a much larger capacitance and power may increase even if switching activity is decreased [6, 9]. We then conclude that clock gating and clock tree construction should not be seen as two independent steps and a synergistic strategy is needed.

Several authors have focused on this problem in the recent past. In the sequel, we briefly summarize two contributions that have some common roots with the approach we propose in this paper. In [7], Farrahi et al. defined a methodology based on behavioral synthesis to build an activity-driven clock tree. Given a pre-placement description of the design, the set of active and idle times, representing the activity pattern for each module, is extracted from the module’s scheduling table. An activity pattern is a string of 0s and 1s, indicating idle and active control steps, respectively. The tree construction algorithm is heuristic, bottom-up, based on recursive weighted matching, where the cost function is the activity of the resulting subtree. The objective is to cluster into the same subtree modules with similar activity patterns, so that the clock
The output of our clock-power optimization tool is not a routed clock tree, but it can be viewed by a set of constraints for a clock tree synthesis tool that lead to a low-power gated clock tree, while still accounting for all non-power-related requirements (e.g., controlled skew, low crosstalk-induced noise, etc.).

The steps in our approach can be summarized as follows. We start from two inputs: (i) A hierarchical RTL structural description of a synchronous circuit, containing a set of modules for each of which a single clock and a clock activation signal is identified. (ii) A placement of the modules, with specified positions of clock and activation function pins. This information can be obtained by available commercial clock gating tools (e.g., Synopsys’ PowerCompiler) and by floorplanners or by RTL-to-placed-netlist synthesis tools (e.g., Synopsys’ ChipArchitect and PhysicalCompiler), respectively.

As a first step, the RTL design is simulated to extract the waveforms of the activation functions. The placement information and the activation function’s waveforms are then elaborated by our \( LP_{\text{clock}} \) algorithms. The algorithm is split in two phases. In the first phase it builds a clock tree topology balancing the reduction in clock switching against clock and activation function capacitive loading estimates. In the second phase it inserts clock gating logic in the tree, balancing its power consumption against the power on the gated clock sub-tree. The output of \( LP_{\text{clock}} \) is not a layout of the clock tree, but a clock netlist, which is then fed to an industrial-strength clock tree construction tool. After clock construction, the fully placed and routed gated clock tree (including the clock nets, buffers, clock-gating gates, and activation signal nets) is extracted from the layout and accurate analysis can then be performed to assess quality-of-results.

3. PROBLEM DEFINITION

Given a synchronous digital system \( S(M, N) \), where \( M = \{m_1, \ldots, m_K\} \) denotes the hierarchical modules inside the design and \( N = \{n_1, \ldots, n_N\} \) is the set of the nets of the circuit, if for each \( m_i \in M \) \( i = 1, \ldots, K \), \( s_i \) represents the only clock entry point, the clock net is given by the set of sinks plus the source \( N_{\text{clock}} = \{s_i \mid i = 1, \ldots, K\} \cup S_0 \). We assume that the clock network \( N_{\text{clock}} \) can be represented by a complete binary tree \( T(V, E) \) whose root is \( S_0 \) and whose leaves are the \( K \) sinks. Let the area \( A = x_{\text{layout}} \times y_{\text{layout}} \) be a suitable binary tree \( T(V, E) \) whose root is \( S_0 \) and whose leaves are the \( K \) sinks. Let the area \( A = x_{\text{layout}} \times y_{\text{layout}} \) be a suitable binary tree \( T(V, E) \) whose root is \( S_0 \) and whose leaves are the \( K \) sinks. Let the area \( A = x_{\text{layout}} \times y_{\text{layout}} \) be a suitable binary tree \( T(V, E) \) whose root is \( S_0 \) and whose leaves are the \( K \) sinks.

For each possible module pair \( m_i, m_j \) with \( i \neq j \mid i, j = 1, \ldots, K \) we define a physical distance as:

\[
D(m_i, m_j) = |x_i - x_j| + |y_i - y_j|
\]

The physical distance is calculated with the Manhattan metric, which is a good estimator of the wiring length between clock sinks, as horizontal and vertical directions are the only one allowed to the routing tools. Physical closeness means shorter interconnections, hence reduced congestion, less interconnection delay and a smaller parasitic capacitance.
Besides the physical distance, a logical distance is defined as:
\[ L(m_i, m_j) = (C_i + C_j) \cdot p(i, j) \]
where
\[ p(i, j) = P(\text{ACTF}_i = 1, \text{ACTF}_j = 1) \]
is the probability for modules \( i \) and \( j \) to be idle. If \( \text{ACTF}_i \) and \( \text{ACTF}_j \) are completely independent \( p(i, j) = P(\text{ACTF}_i = 1) \cdot P(\text{ACTF}_j = 1) \). Since the independence is not always verified, this probability is computed exactly through simulation waveform analysis: The values of both \( \text{ACTF} \) are collected over \( N \) consecutive clock cycles and the number of times in which the logic AND of the two Activation Function takes on the value "1" is calculated:
\[ p(i, j) = \frac{N_{\text{AND} \downarrow}}{N} \]
The logical distance measures the similarity of the module activities: By merging close activities, the resulting tree needs the clock signal for a percentage of time comparable to that of its leaves leading to a reduction of the overall activity in the tree.
Based on the previous definitions of distance, we formulate the gated clock tree construction problem as follow: Given the set of clock sinks \( K \), build a gated clock network represented by \( T(V, E) \) whose cost function is:
\[ \text{dist}(i, j) = \alpha f(D(i, j)) + \beta g(L(i, j)) \]
Parameters \( \alpha \) and \( \beta \) allow the tuning of the weight of switching activity vs. wire-length. On the other hand, \( f \) and \( g \) express possible transformations over the distance metric (to account for uncertainty on wire-length estimation).
The detailed description of the algorithms that are used to build the clock tree requires further details about the calculation of the Activation Function and the definition of a power model.

### 3.1 Obtaining the Activation Function

The clock gating technique exploits high level information to decide when the clock signal can be shut down. For each design module an \( \text{ACTF} \) must then be evaluated. Finding the set of conditions that allow to turn off the clock is a well known problem for which many solutions do exist.
For example, in Synopsys PowerCompiler, a simple clock gating scheme is applied to register banks with an available enable input. The method is based on the idea that when the enable input is "0" the clock is not needed since the register bank maintains previous stored data: The inverted enable signal itself is thus the \( \text{ACTF} \) for the registers. Similarly, another example is given by operand isolation [12], which prevents the switching activity propagation in a module performing a redundant operation. Again, identifying redundant operations requires the computation of an activation function that is based on a structural analysis of the transitive fanout of the module.
In our flow, the identification of \( \text{ACTF}s \) is performed in a preliminary step using PowerCompiler; however, it could be done through any other technique the designer may have access to.

### 3.2 Power Model

Since our ultimate objective is to reduce clock power consumption, we need a power model to drive the gating logic insertion. Gated clock schemes obtain power savings by reducing the amount of capacitance that is switched when logic transitions take place.
While evaluating clock net power consumption, four contributions are considered: The modules and the clock gating port input capacitance, plus the capacitance switched by the interconnection in the clock tree and by the interconnection that feeds the control signal to the gating logic. Consider the example in Figure 1; let \( C_0 \) be the unit wire capacitance, \( l_i, l_g \) the interconnection length of the clock tree and of the control gating logic signal, respectively, \( C_i \) and \( C_g \) the input capacitance for the module and the gate logic. Power dissipation is then modeled as:
\[ 2(C_0 l_i + C_i)p(i) + (C_0 l_g + C_g)p_{tr} \]
where \( p(i) \) represents the probability for the module to be active \( (p(i) = P(\text{ACTF}_i = 0)) \) and \( p_{tr} \) is the probability to have a transition on the control signal net \( (p_{tr} = N_{tr}/N - 1) \), where \( N_{tr} \) is the number of transitions in the Activation Function evaluated over \( N \) consecutive clock cycles.

![Figure 1: Power Model.](image1)

### 4. LPCLOCK METHODOLOGY

The \( LPclock \) methodology, described in this section, consists of three main components, as shown in Figure 2.

![Figure 2: LPclock Methodology.](image2)
The hierarchical clustering (hc) component builds the clock tree structure; the gate\text{move} component performs the gating logic insertion; finally, the power\text{est} component takes care of the estimation of the power consumption, as this information is needed by the gate\text{move} step. Figure 2 clearly shows that the input parameters to LPclock are both physical (module placement, technology data) and functional information (Activation Function).

4.1 Hierarchical Clustering
Given the clock sink set for the considered design, hc builds a clock net structure based on a fully binary tree subject to the previously defined cost function:

\[ \text{dist}(i, j) = \alpha f(D(i, j)) + \beta g(L(i, j)) \]

where \(\alpha\) and \(\beta\) are numerical values settled by an experimental sensitivity analysis of the cost function (see Section 6), while \(f\) and \(g\) are used as normalization functions for the physical and logical distances.

By defining \(f\) as the maximum layout dimension:

\[ \text{dim}_{\text{max}} = \max(x_{\text{layout}}, y_{\text{layout}}) \]

and \(g\) as the module total capacitance:

\[ C_{\text{tot}} = \sum_{i=1}^{k} C_i \]

the cost function becomes:

\[ \text{dist}(i, j) = \alpha \left[ \frac{1}{\text{dim}_{\text{max}}} \left| x_i - x_j \right| + \left| y_i - y_j \right| \right] + \beta \left[ 1 - \frac{1}{C_{\text{tot}}}(C_i + C_j) \right] p(i, j) \]

The function hc builds the tree following a bottom-up clustering strategy, level by level. Each level requires the evaluation of the Distance Matrix, which is the matrix that contains the \(\text{dist}(i, j)\) values for all possible node pairs at the considered level. If the current level has \(N\) nodes/sinks, then \(\lfloor N/2 \rfloor\) clusters should be constructed to complete the next level, and each created pair needs the calculation of its position in the placement, its capacitance and its Activation Function. Consider, for example, the merging of two generic nodes \(n_i\) and \(n_j\); the resulting cluster position is given by:

\[ x_{\text{cluster}} = \frac{C_i x_{n_i} + C_j x_{n_j}}{C_i + C_j}, y_{\text{cluster}} = \frac{C_i y_{n_i} + C_j y_{n_j}}{C_i + C_j} \]

where this formulation balances the wire length so that the higher capacitance corresponds to the shorter wire in order to control the skew. The capacitance and the Activation Function are calculated as:

\[ C_{\text{cluster}} = C_i + C_j \]

\[ \text{ACTF}_{\text{cluster}} = \text{ACTF}_{n_i} \land \text{ACTF}_{n_j} \]

We implemented two different merging schemes. The first one is a greedy method that pairs the two nearest nodes, i.e., the two nodes with the minimum \(\text{dist}(i, j)\). The second is based on maximum weighted matching, where the objective function is the sum of all \(\text{dist}(i, j)\) for the current level.

4.2 Gate Moving
Once the clock network is built, we have a complete binary tree in which both leaves and internal nodes are characterized with an Activation Function, but no gating elements are inserted yet. At this stage, it is possible to think that at each module input the proper gating logic is introduced by simply translating in hardware the corresponding Activation Function. The outlined situation, that we call gated modules, allows power savings inside the modules and, if the logic is added as close as possible to the parent node of the tree, it allows a reduction of the dissipation just in the last portion of the clock net.

Gate\text{move} explores the opportunities for moving gating logic from the leaves towards the upper level inside the clock tree, so that the dissipation is reduced also in the clock network. The implemented algorithm is heuristic; it performs a postorder visit on the clock tree and for each node it tries to find a local minimum for dissipated power, thus the dissipation is the cost function for the gate\text{move} procedure. The heuristic works as shown in Figure 3.

![Figure 3: Heuristics Implemented by Gate\text{move.}](image)
5. THE PROPOSED FLOW

This section describes how the LPclock methodology is implemented on top of and integrated into a common industrial design flow. We have used the Synopsys tools as front-end and the Cadence environment as back-end. Yet, we would like to stress that the LPclock methodology can be mapped onto other RTL-to-Layout flows with only little effort, as no conceptual changes are needed; LPclock simply provides, as output, adequate constraints that can be easily taken into account by EDA tools that provide clock tree synthesis capabilities.

We also observe that the initial assumption on the hierarchical structure of the input RTL description can be easily relaxed and the LPclock flow applied to non-hierarchical designs, since strategies do exist to cluster together registers with some mutual affinity.

The LPclock tool flow is shown in Figure 4.

![Figure 4: The LPclock Tool Flow.](image-url)

Starting from an high-level design description (VHDL or Verilog), the circuit is first elaborated by DesignCompiler to obtain a RTL structural representation from which clocked modules and all nets, included the clock, can be extracted. The design at the RTL is then simulated to obtain the Activation Function and then translated into structural Verilog. A floorplan and a placement are then initialized by Silicon Ensemble. The placed DEF description, as well as the Activation Function, are the LPclock inputs. Introducing the clock structure elaborated by LPclock in the design requires a double update: First, in the already generated placement the +PLACED attribute is changed to +FIXED, in order to avoid module position changing. Second, the Verilog description is updated to import the new clock network structure.

Design changes are transferred to Silicon Ensemble and the clock structure and the gating logic are included in the design database via incremental placement. The flow then continues in the traditional way, that is, CTgen is invoked to perform buffer insertion and to check for timing closure. It should be pointed out that the insertion of the AND gate for each internal node in the clock tree prevents any change on the clock net by CTgen, forcing the tool to preserve the clock branching structure built by LPclock.

6. EXPERIMENTAL RESULTS

The experiments we carried out with LPclock had a twofold objective. First, to analyze the behavior of the cost function w.r.t. parameters α and β. Second, to assess the amount of power savings our method was able to achieve. The salient details of the industrial benchmarks we used are shown in Table 1.

![Table 1: Characteristics of the Benchmark Circuits.](image-url)
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![Figure 5: Sensitivity Analysis on α and β.](image-url)

After choosing the values of α and β, as discussed above, we have performed some experiments in order to evaluate the effectiveness of LPclock in reducing power consumption. To this purpose, we first generated the placed and routed netlists (including the clock network) of the original benchmark circuits, as well as the netlists of the designs with gated modules (i.e., gating logic inserted at the clock input of the modules) and with the clock tree structure created by LPclock. Layout extraction was then performed for all the designs, and the gate-level netlists back-annotated using the extracted parameters. Finally, gate-level power estimation was performed using Synopsys PowerCompiler. The whole synthesis process was timing driven, and mapping was done on the 0.18µm HCMOS8 technology library by STMicroelectronics. Clock tree synthesis with CTGen was performed using a very tight maximum skew constraint (less than 0.2% of the clock cycle, which was ranging between 10 and 50 nanoseconds, depending on the benchmark), and no skew violation was observed for all the benchmarks. This result clearly indicates the goodness of the constraints on the clock tree structure provided by LPclock.
Table 2 collects clock tree power results. In particular, column Gated Module shows the power savings w.r.t. the original circuit implementation achieved by inserting the gating logic only at the input of the RTL modules. On the other hand, column LPclock shows the power savings against the original design obtained by inserting the gating logic as suggested by LPclock. Finally, column ∆ shows the difference in the savings between the two approaches.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Gated Module</th>
<th>LPclock</th>
<th>∆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual</td>
<td>17.74%</td>
<td>19.77%</td>
<td>+3.02%</td>
</tr>
<tr>
<td>FFT</td>
<td>63.50%</td>
<td>65.31%</td>
<td>+1.81%</td>
</tr>
<tr>
<td>GCD</td>
<td>26.74%</td>
<td>27.74%</td>
<td>+1.00%</td>
</tr>
<tr>
<td>IS237</td>
<td>38.84%</td>
<td>39.34%</td>
<td>+.50%</td>
</tr>
<tr>
<td>IS51</td>
<td>62.11%</td>
<td>90.26%</td>
<td>+28.15%</td>
</tr>
</tbody>
</table>

Table 2: Experimental Results.

Data clearly show that the clock trees generated using LPclock as preprocessor to CTGen are much superior (in terms of power) to those generated by CTGen alone for circuits of significant size, while they are negligible on smaller benchmarks. This is obvious, as for small circuits the clock tree tends to have a very simple structure, and thus the advantages that the LPclock approach can provide are very limited. Instead, for larger benchmarks, savings w.r.t. the use of traditional clock gating are as high as almost 75%.

7. CONCLUSIONS

Power consumption due to the clock tree is becoming more and more relevant in modern VLSI designs, due to the fact that interconnect capacitance tends to dominate over gate capacitance and clock frequencies tend to grow at a very fast pace in new technologies.

The problem of minimizing power consumption of the clock tree has been addressed in the past, and techniques have been proposed to drive physical design of the clock tree starting from a high-level of abstraction. However, most of the attempts made so far to attack this problem have not found a direct validation in industry-strength design flows.

In this paper, we have introduced a methodology for reducing clock power dissipation based on clock gating. The proposed solution allows us to automatically generate clock tree routing constraints to be fed to the physical design tool starting from an RTL description.

Distinguishing feature of the methodology is its capability of exploiting both logical and physical information of the given RTL design to optimize the clock tree structure. Experimental results showed that clock power savings can be up to 75% higher than those achieved by applying traditional clock gating at the inputs of the RTL modules.

Future work on the subject of low-power clock tree synthesis will go in three directions. First, the LPClock flow will be fully automated and integrated into a RTL-to-layout design environment offering both power optimization and estimation capabilities. Second, the methodology will be extended to allow the handling of non-hierarchical descriptions, that is, designs in which registers are not necessarily confined into RTL components with well-defined boundaries. This would be an essential point to allow the application of the LPClock tool in industrial design settings. Third, we will investigate solutions that will allow us to raise the entry-level of the LPClock methodology beyond RTL, i.e., starting from more abstract views such as behavioral descriptions.
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