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ABSTRACT

The impact of global on-chip interconnections on power
consumption and speed of integrated circuits is becoming
a serious concern. Designers need therefore to quickly
estimate how performance and power are affected by a given
choice of the interconnection parameters (length, voltage
swing, driver and receiver schematics and sizing). This
work focuses on the entire communication channel (driver,
interconnect, receiver), and provides high level parametric
VHDL simulation models for low-swing signaling schemes.
These SPICE-derived power and timing macromodels
transfer electrical-level information to the RTL simulation in
an event-driven fashion, as transitions occur at the input of
the interconnect driver. The accuracy reached by this back-
annotation technique is within 5% with respect to SPICE
results, with only 4% simulation speed penalty in the worst
case.

Categories and Subject Descriptors

1.6.5 [Computing Methodologies]: Simulation and Mod-
eling—Model development

General Terms
Design
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1. INTRODUCTION

Performance and power consumption of VLSI circuits
are increasingly affected by on-chip interconnects. Scaling
toward deep submicron makes signal propagation along
global wires slower, thus increasing the number of
clock cycles required for across-chip communication [15].

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercia advantage and that copies
bear this notice and the full citation on thefirst page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or afee.

ISLPED’ 02, August 12-14, 2002, Monterey, California, USA

Copyright 2002 ACM 1-58113-475-4/02/0008 ...$5.00.

Luca Benini
DEIS-University of Bologna
Viale Risorgimento, 2
40136 Bologna ltaly

Ibenini@deis.unibo.it

Bruno Ricco’
DEIS-University of Bologna
Viale Risorgimento, 2
40136 Bologna ltaly

bricco @deis.unibo.it

Furthermore, the increasing wire-related capacitance will be
responsible for an increase in dynamic power dissipation.

Repeater insertion is a way to deal with performance
degradation of on-chip interconnects, but it has a cost in
terms of power consumption. In [11] it is shown that power
consumption of wires and clock signals can account for up
to 40% or 50% of the total on-chip power dissipation. For
reconfigurable architectures the situation is even worse.

These issues are forcing design paradigm shift from device-
centric to interconnect-centric [4]. Hence, many efforts are
being devoted to develop interconnect performance models
for design planning [7] [16], to carry out design space
exploration for communication architectures [10], to develop
frameworks wherein architecture design trade-offs are
analyzed [12]. This extensive work confirms that designers
need to estimate performance and power consumption early
in the design stage. This would help investigate the most
efficient communication architecture, estimate proper clock
cycle time [8], and assess the effectiveness of interconnect
optimization techniques [5].

The main contribution of this paper is to augment
HDL simulation with accurate interconnect models that
enable design space exploration of interconnect-centric
architectures at a high abstraction level. The contribution
is twofold:

e Considering global wires and their impact over
power and performance at a high abstraction level
requires information that only a low-level electrical
characterization can provide.

With respect to this issue, we pre-characterize different
interconnection schemes (including driver, wire and
receiver) in terms of delay and energy consumption by
means of SPICE simulations. Collected data are then
used to construct lookup tables, which are accessed
by high level VHDL simulations in an event-driven
fashion to provide power and performance estimations.

Compared with traditional library characterization
and macromodeling [9] [3], the interconnect macro-
models we expose to the high level simulations are
parametric. Hence, early in the design stage, the
impact of wire-related parameters such as driver and
receiver power supply, interconnect swing and length
can be investigated. This allows investigation and
selection of an optimized interconnect architecture
configuration, based on the system constraints (delay
or power optimization or tradeoff solution).
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Figure 1: Pseudodifferential interconnnect

e Traditional HDLs do not provide the possibility
to describe bus interfaces, which are automatically
implemented by synthesis tools based on fanout
knowledge, system constraints and library-derived
wire capacitance information. With respect to high-
level design space exploration, this methodology
prevents designers from assessing the effectiveness
of low-swing signaling schemes respect to traditional
full-swing interconnect implementations. Instead,
reducing wire voltage swing is a promising approach
for on-chip power reduction [14].

Our approach is to expose low-swing interconnects to
the RTL description of the system as soft IP blocks,
with pre-characterized and parameterized performance
and energy consumption for design exploration.

The paper focuses on two low-swing interconnection
schemes, selected among those proposed in [18] for their
low energy-delay product. They are described in section II.
In section III, the macromodel extraction methodology is
exposed. Sections IV and V describe the details of the delay
and power characterization. Finally, section VI proves the
accuracy of the developed parametric VHDL models.

2. LOW-SWING SIGNALING
TECHNIQUES

The low-swing signaling techniques that have been
considered are pseudodifferential interconnect (PDIFF) and
asymmetric source follower driver with level converter
(ASDLC) [18]. Their schematics are reported in Fig. 1 and
Fig. 2.

PDIFF receiver is a clocked sense amplifier followed by
a static flip-flop. Although single wire per bit is used, the
advantages of differential amplifiers are retained: low-input
offset and good sensitivity.

As to ASDLC, the receiver is a modified voltage sense
translator, and the interconnect swing is not Vref (as for
PDIFF), but ranges from Vref to Vdd-Vin. This scheme
has a higher energy-delay product, but has been considered
because of its low circuit complexity and its high operation
speed.
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Figure 2: Asymmetric source-follower driver with level
converter

3. MACROMODEL EXTRACTION
METHODOLOGY

In [3] advantages and drawbacks of gate-level power sim-
ulation through library elements electrical characterization
are extensively investigated.

Our approach provides more flexibility to the standard
characterization technique, in that we capture the
dependence of delay and power consumption of low-swing
interconnects on a few key-parameters: wire length L, power
supply Vdd and reference voltage Vref (related to the wire
voltage swing). Thus, from SPICE simulations we get
3D-matrixes, wherein each element represents the delay or
energy consumption for a fixed interconnect configuration.
The same experiments were run both for a metal2 wire
(local interconnect) and for a metal5 global wire, considering
different parameters for the different metal layers in a 0.18
um technology.

All our SPICE simulations are carried out by applying a
pulse with almost vertical ramps as input signal. Although
the slope of input signals should be considered in electrical
level simulations, as it is closely related to the short-circuit
current, our approximation does not turn out to be a major
source of inaccuracy. In fact, the driver input stage consists
of cascaded buffers, that can achieve large transition speed-
up, thus limiting the inaccuracy of our assumption.

Further inaccuracy usually stems from neglecting the
charge status of circuits internal capacitances [3]. We make
the same approximation for the internal nodes of drivers and
receivers, but this does not considerably impair the accuracy
of our results because of the small entity of internal node
capacitances.

Collected data can be used by an event-driven RTL
simulator as parametric interconnect macromodels: each
time a transition occurs at the driver, wire or receiver input,
pre-defined lookup tables are addressed to provide timing
and power information. The accessed table entries depend
on the interconnect parameters set by the designer (Fig. 3).

Delay estimation is done individually on each component
(driver, wire and receiver), so that their output signals
can be updated in a timing accurate fashion, while power
estimation is done for the whole system against transitions
at the driver input. In this latter case, matrixes do exist
for rising edge and falling edge transitions, as well as for
quiescent periods, when little power is consumed because of
the subthreshold and leakage currents.



=~ number ofvalues used in simulaion
constantnl. __: integer =10
constant nVDD : integer =3;
constant n'VREF : infeger =2

=~ Values used in simuatons

constantL VEC : real vector (Otonl) :=(0.0,0.1,02,03,04,05,06,0.7,08,09, 1.0);
constant VDD_VEC :real vector (010 nVD[@ =(10,14,16,18)
constant VREF_VEC : real_vector (0 to nVREF) := (0.2, 0.3, 0.);

== Simulons resuts
fype matrix is aray (0 to nVREF, 0to VDD, 0to nL) of real;
constant sim: matrix =

VDDA — (12095, 12085, 12000, 11985, 11900 1580, 11875, 1885, 11865, 12160 11860,
VDD2— (3105, 380, 350, %45 350, %35, 30, %0, 30, %25, s, |VREF

L

Figure 3: Example of VHDL 3D-matrix for PDIFF
receiver delay estimation
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Figure 4: Interconnection model

Estimation accuracy has been derived through compari-
son of SPICE simulation results with VHDL estimation. Of
course, as long as collected data correspond to interconnect
configurations of practical interest, accuracy will be high.
Unfortunately, not all configurations can be characterized at
the electrical level, and hence an unavoidable discretization
will ultimately impair the estimation accuracy. We deal
with this problem by interpolating among data relative to
annotated configurations that are closest to the selected one.

The interpolation algorithm has been chosen looking
at the parabolic relations highlighted by results exposed
in the following sections. So, second-order polynomial
interpolation has been performed in a 3-dimensions domain.
At first, SPICE simulation results have been inserted into
a VHDL file and organized as packages. Each package
reports data (delay or power) relative to a particular
component (e.g. PDIFF driver) and for a given metal
layer. This structure allows also successive integration of
already collected data with new results coming from further
SPICE simulations run in order to limit discretization-
related inaccuracy.

When interpolation is performed, a VHDL routine uses
bisection to select a 3D-submatrix from the main matrix,
corresponding to the wire configurations that are closest to
the configuration under test. Then the general Lagrange
interpolation formula is applied many times, so to weight
the simulation results with respect to Vdd, L and Vref.

We show that our back-annotated VHDL simulations
provide estimations, both for delay and power, that differ
from SPICE results by at most 5%, with negligible
performance penalty on the RTL simulation speed.

Local Global
Interconnect | Interconnect
L 1Imm 1.5cm
W 40 12\
layer metal2 metalb
r (/mm) | 296 74.1
c (fF/mm) | 706.3 418.9

Table 1: Interconnection parameters

4. DELAY CHARACTERIZATION

The electrical level simulator used for schemes character-
ization is HSPICE 96.1. The reference technology is TSMC
0.18um, provided by MOSIS. It has 6 metal layers and A\ =
0.09um.

As wires inside chips are presently dominated by RC
behavior [1], rather than by transmission line behavior,
we use a w3 model for interconnects [7](Fig. 4). This is
an approximation of a distributed RC model by a lumped
RC network, but the error this model exhibits for delay
calculation is about 3% [13].

Resistance per unit length has been derived from the
MOSIS technology file, while layout parasitics extraction
has been used to compute the capacitance per unit length.
Both sidewall and vertical coupling capacitances have been
extracted. These parameters have been computed both for
a metal2 1 mm wire and for a metal5 1.5 cm wire. Collected
values are shown in TABLE 1.

4.1 PDIFF scheme SPICE simulation

The original driver scheme has been enriched by cascaded
inverter stages for delay optimization. Transistor sizing
has been done both for metal2 and for metal5 layers
(keeping Vdd=1.8V and Vref=0.5V), except for the receiver
circuit, which in both cases is supposed to drive a 2fF load
capacitance, corresponding to the input capacitance of a
minimum area inverter.

The following simulation results are referred to a circuit
consisting of driver and wire. The receiver has been omitted
because its delay is independent of the input signal, but it
is measured from the falling edge of the clock, so it has been
independently measured. The impact of the wire parameters
L, Vdd and Vref on the circuit delay has been reported in
Fig. 5. There are three family of curves, corresponding to
three different supply voltages, and inside each family curves
are further differentiated according to the wire voltage
swing. All curves exhibit parabolic behavior. Given the
small impact of Vref on delay, this voltage can be used as a
degree of freedom for minimizing the energy-delay product.
We find Vref=0.3V.

4.2 ASDLC scheme SPICE simulation

A delay optimized version of the ASDLC scheme has been
simulated.

The resulting dependence of the overall scheme delay
(driver, wire and receiver) on the interconnect parameters
exhibits the same parabolic behavior already showed by
PDIFF. So, in Fig. 6 we report a comparison between
delays incurred by PDIFF, ASDLC and a standard CMOS
driver and receiver, that do not make use of reduced swings
(Vdd=1.8V, Vref=0.3V). PDIFF turns out to be always
slower than CMOS, while for small wire lengths ASDLC
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Figure 5: PDIFF scheme delay as a function of L, Vdd
and Vref
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Figure 6: Comparison for metal2 wires

performs better.

From TABLE 2, derived for L=1mm, tradeoffs between
the compared schemes are pointed out. The real advantage
of PDIFF and ASDLC over CMOS is power consumption.
PDIFF incurs less delay than ASDLC and allows the usage
of very low interconnect swings, but exhibits higher receiver
complexity. On the contrary, although ASDLC is a simpler
scheme, it is strongly conditioned by swing constraints. In
fact, Vref must be lower than Vin, and the voltage swing
can range only from Vref to Vdd-Vin.

4.3 VHDL model for delay estimation

VHDL has already been successfully used to study the
impact of VLSI scaling on microarchitectural features [2].

Based on the collected data, we have built VHDL
models able to estimate delays of the considered low-
swing interconnect schemes. Interconnect parameters for
design space exploration are provided to the VHDL model

Delay: driver4+wire (ps) 393 472 544
Delay: receiver (ps) 230 201 64
Total delay (ps) 623 673 608
Power (I00MHZ) (W) | 106 200 434
Swing (V) 03 0.96 1.8
P7 product(pW-ns) 65.6 134.6 263.8

Table 2: Comparison of PDIFF, ASDLC and CMOS
performance for a 1mm metal2 wire

through the ”generic” instruction. Thus, each component
of the communication channel (driver, wire and receiver)
is exposed to the VHDL simulation as a soft IP block, as
can be seen from the following example relative to a delay
estimation model for an ASDLC driver:

use work.delay_driver_asdlc.metal5.all;

entity DRIVER_ASDLC is

generic (

L :real := 1.0;

VDD : real := 1.8;

VREF : real := 0.5);

port (

TX_IN :in std_-logic_vector (7 downto 0); — driver
nputs

TX_OUT : out std_logic_vector (7 downto 0)); -
driver outputs
architecture
DRIVER_ASDLC is
shared variable delay, : real;
shared variable delay_time: time;
begin — BEHAVIORAL

DELAY_ESTIMATION (L, VDD, VREF, de-

lay);
conversion_to_time(delay, delay_time);
TX_OUT <= TX_IN after delay_time;

end BEHAVIORAL;

BEHAVIORAL of

TABLE 3 compares the results of VHDL simulations of
the interconnect schemes with SPICE results. The error
made by the interpolation algorithm is within 2%, but it
increases for Vdd<1.4V because of the low measurement
density for supply voltages lower than 1.4V. We should
however consider that the circuits under test are typically
used above 1.4V, in particular ASDLC.

5. ENERGY CHARACTERIZATION

The basic idea is to annotate energy consumption of
the considered interconnect architectures in response to
input transitions, such as rising and falling edges of the
propagating input signal. Contributions of driver, wire
and receiver are summed up, giving the energy drawn by
a specified interconnect configuration for each input event.

Average power consumption has also been measured when
the interconnect holds a logic one and zero. Thus, the VHDL
model will be able to compute the simulated time between
two successive transitions on the same wire, and estimate
the energy consumption inbetween.

Note that for the PDIFF receiver, energy consumed as a
consequence of clock transitions has been considered as well,
and used to fill separate lookup tables.

Fig. 7 and Fig. 8 show energy consumed by the low-swing
schemes under test in response to a rising edge of the input



Scheme L Vad | Vrer | Driver | Wire | Receiver | Driver Wire Receiver
(mm) | (V) | (V) | VHDL | VHDL | VHDL | SPICE | SPICE | SPICE
PDIFF 0.75 1.7 0.4 307 62 231 307 62 233.5
PDIFF 0.75 1.1 0.4 611.5 69 760 611.5 69.5 645
PDIFF 0.25 1.4 | 0.25 382 349 382 7.5 349.5
PDIFF 0.25 1.3 0.3 441 443 428.5 8 398
ASDLC 0.8 1.5 | 0.35 458 74 420 4525 80 370
ASDLC 0.4 1.8 0.4 340 144 339 19.5 143
ASDLC 1 1.8 | 0.25 339 126 202 3415 120 202
ASDLC 0.5 15 0.4 450 30 338 445 30 3125

Table 3: Comparison between interpolated data from VHDL model and SPICE results (delays in ps)
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Figure 7: Rising edge energy for a metal2 wire.
Vref=0.3V.

signal, for metal2 and metal5 wires respectively and as a
function of the interconnect length.

Metal2 experiments assume Vref=0.3V, and use Vdd
as simulation parameter. CMOS traditional scheme is
always the most power-hungry implementation for a given
Vdd, while PDIFF is the less consuming one because of
its lower swing. Though for very short wires the lower
circuit complexity of ASDLC makes the difference, and this
explains the crossing points observed on the plot.

For metal5 experiments, thinking about system buses as
possible beneficiaries of this technique, we have reported
rising edge related energy as a function of wire length, but
using Vref as simulation parameter. Vdd is fixed at 1.8V.
Note that PDIFF consumes always less energy than ASDLC,
and that curves shift upwards as a consequence of a voltage
swing increase.

6. VHDL POWER MODEL VALIDATION

Collected data have been embedded into a VHDL model
that performs energy estimation in an event-driven fashion,
as transition occurs at the interconnect driver input. The
same polynomial interpolation algorithm has been used, as
for delay estimation.

Rising edge energy (J)
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Figure 8: wire.

Vdd=1.8V.

Rising edge energy for a metal5

We have then modified the VHDL RTL description of
a SPARC V8 processor called Leon [17], embedding the
derived power macromodels into the source code. In
practice, we assume that the read data path connecting
processor caches to the external memory controller be
implemented with ASDLC low-swing interconnects. Then
we have run the processor bootstrap routine on top of the
VHDL description, and we have traced the waveform of one
bus line (about 20000 clock cycles at 50 MHz). At the end
of the VHDL simulation, a routine reports the total energy
consumption associated with that line, as estimated from the
embedded power macromodels during application runtime.

Then we convert the traced waveform into a SPICE
compliant input signal, perform electrical level simulation
on the selected architecture and compare energy reports
with those provided by the VHDL simulation. Results
for multiple combinations of interconnect parameters are
reported in Fig. 9, where the percentage error incurred by
the VHDL model is shown for the ASDLC scheme.

Relative error is always within 5%, but is larger for very
short as well as for very long interconnects, while for medium
sized wires the accuracy is very high (below 2%). For the
outer ranges of wire lengths, the main discrepancy arises
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Figure 9: Percentage error between VHDL estimation
and SPICE simulation for a bus line traced waveform

from energy estimation during quiescent periods, when no
transitions occur. On the contrary, transition-related energy
is always estimated with good accuracy.

We have also measured performance penalty incurred by
the VHDL simulation when power estimation is carried out.
For the Leon bootstrap routine, we noted a 2% penalty in
terms of execution time, which achieves 4% when both power
and delay estimations are active.

7. CONCLUSION

This work provides high level parametric VHDL
simulation models for power and delay estimation of low-
swing interconnect schemes. They are implemented as
soft IP blocks, thus enabling design space exploration of
interconnect-centric architectures at a high abstraction level.
The accuracy of VHDL estimations is within 5% with
respect to SPICE results, with negligible execution time
overhead.
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