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ABSTRACT
We introduce an energy consumption analysis of complex digital
systems through a case study of ARM7TDMI RISC processor by
using a new energy measurement technique. We developed a cycle-
accurate energy consumption measurement system based on charge
transfer which is robust to spiky noise and is capable of collecting
a range of power consumption profiles in real time. The relative
energy variation of the RISC core is measured by changing the op-
code, the instruction fetch address, the register number, the register
value, the data fetch address, and the immediate operand value in
each pipeline stage, respectively. We demonstrated energy charac-
terization of a pipelined RISC processor for high-level power re-
duction.

1. INTRODUCTION
Power consumption analysis is the basis of high-level power re-
duction techniques because they do not rely on actual physical de-
sign. High-level power reduction of microprocessor-based sys-
tems saves power consumption by changingenergy-sensitive fac-
tors such as instruction fetch addresses, opcode encoding, register
encoding, data fetch addresses, immediate operands,etc. Some of
the energy-sensitive factors have great degrees of freedom while
others are more restrictive. Under certain circumstances, even data
and instructions can be changed as far as the original semantic is
preserved. Consequently, it is important to be informed of power
consumption variations with respect to the energy-sensitive factors
for setting up proper power reduction strategies. Previous power
analyses, however, are not suitable for inspiring various high-level
power reduction techniques. Rather, they have been mainly for es-
timation purposes. Consequently, power estimation has been used
for performance evaluation of predefined power reduction schemes.

Power analysis can be performed by simulation-based or measure-
ment-based approaches. Simulation-based power analysis is con-
venient as far as a simulation model is available because it does not
necessitate a prototype. Simulation is preferable to avoid system
dependent bias as power consumption is also variable to bus con-
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figuration and peripheral devices. Related studies built high-level
processor simulators to replace low-level simulators and estimated
average power consumption at reasonable complexity [1, 2, 3, 4].
Low-level power simulation often backs up the high-level simula-
tion [5]. On the other hand, a black box model was introduced to
overcome the availability of simulation models for peripheral de-
vices [4]. For the most part, they do not furnish explicit information
for high-level power reduction techniques: energy-sensitive factors
versus energy consumption.

Measurement-based power consumption analysis is sometimes more
feasible due to the availability of existing models even if a proto-
type is necessary. Even with a prototype, correct measurements
are not easily obtainable because digital systems consume power
in a spiky manner with over hundreds MHz in the power spec-
trum [6]. DMMs (digital multimeters) [7, 8] inform only average
power due to the limited bandwidth. The oscilloscope overcomes
this drawback [9], but the power calculation procedure is invari-
ably error prone. They often measure power consumption of work-
ing prototype systems, which may bias the power consumption due
to system-dependent peripheral devices. Most of all, these stan-
dard equipment-based methods are greatly time consuming thereby
restricting the number of experiments and thus sufficient sample
space for characterizing the power consumption.

Some previous work organized power consumption for high-level
power reduction; the results are in the form ofinstruction base cost
and inter-instruction cost[7, 8, 5]. Power reduction techniques
in a DSP application has been demonstrated [8], which is simple,
regular, and restrictive. Although this scheme is useful for average
power estimation, it does not afford many alternative plans in power
reduction. The average base cost and the average inter-instruction
cost do not inform the power consumption variation due to ma-
jor energy-sensitive factors such as addresses, data, register encod-
ing, immediate operands,etc. An intensive simulation study intro-
duced limited analysis of average power variation due to addressing
modes and data bus activities [5]. Operand-dependent power anal-
ysis has been introduced with power cost of representative compo-
nents [1]. This work is limited in respect to many significant com-
ponents, and additionally the results associate different costs with
the same components by instructions, which is invariably difficult
to conform. There exist different abstractions of systems which
can be useful for hardware designers [10, 11], and for higher level
software such as power management [12, 13].

In this paper, we introduce a power analysis of microprocessors
based on a new measurement method. We take into account all the
factors that can be controlled by high-level power reduction tech-
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Figure 1: Real-time cycle-accurate energy measurement sys-
tem. (PS: power supply, TP: target procesor)

niques as energy-sensitive factors. We analyzed the energy con-
sumption variation of each instruction per cycle with respect to
the factors in each pipeline stage. We discovered the fraction of
energy consumption that can be changed by the energy-sensitive
factors as well as characterization of these factors. Our energy
model describes not only the base and the inter-instruction costs
but their composition with the functions of the Hamming distance
and the weight of the energy-sensitive factors, while previous re-
sults inform their average values. Our result is a useful guide-
line for high-level power reduction techniques such as opcode or
register re-encoding, address relocation, instruction re-scheduling,
etc. We demonstrated the analysis method with a case study of
ARM7TDMI RISC core. We built a testbed and performed a suffi-
cient number of measurements in a short period; a real-time cycle-
accurate energy consumption measurement system made it possi-
ble.

2. REAL-TIME CYCLE-ACCURATE ENER-
GY CONSUMPTION MEASUREMENT

2.1 Principle of operation
Synchronous state machines include most microprocessor-based
systems. The state is a useful abstraction of the behavior and thus a
base unit of energy consumption. A time unit shorter than the clock
cycle is not capable of furnishing more useful information for ar-
chitectural or behavioral level power analysis of synchronous state
machines.

In this paper, we measure cycle-accurate energy consumption of
synchronous state machines using switched capacitors [14]. The
switch pairs (connected to dash-lines) alternatively repeat an on/off
action. Each capacitor charges for one clock and discharges for
another. The energy consumption for a clock cycle is given by
1
2

max(vl )
2
�

1
2

min(vl )
2
: Figure 1 illustrates the measurement sys-

tem. The real-time acquisition unit samples the max(vl ) and the
min(vl ) after every clock transition and sends them to a personal
computer for further analysis. It has many advantages over the pre-
vious methods. We can measure the exact energy consumed for a
clock cycle of CMOS circuits with one sampling per clock cycle
because thevl remains stable when the circuit becomes stable, fin-
ishing the transition propagation. The existing methods measure
the voltage across a series resistor in the power supply line. The
power spectrum of the voltage across the resistor is dominant up

to
1

2t f
wheret f is the shortest fall time of the signal and is often

2ns or less [6]. Thus one must sample the voltage in a very high
sampling rate for reasonable accuracy. This dramatically increases
the analysis time as well as the measurement time. In contrast, our

IF2 ID1 EX0PC3

IF3 ID2 EX1PC4

IF4 ID3 EX2PC5

IF2 ref Xodd

nop ID2 refeven

nop nopodd accept

(a) pipeline organization (b) measuring EX2 energy

discard

discard

ref X

odd

IF3

ref

even

nopodd accept

(c) measuring ID3 energy

discard

discard

ref X X

ref X

odd nop

ref

even nop

odd accept

(d) measuring IF4 energy

discard

discard

X X

nop

EX2

IF4ID3

Figure 2: Pipeline set up for measuring each pipeline stage (PC
independent).

method is robust to dynamic current change becausevl goes to a
stable state when the acquisition unit samples it [14].

2.2 Experimental setup for ARM7TDMI
The target processor, in this paper, is an ARM7TDMI [15] test
chip1 manufactured for experimental purpose. Conventional pro-
cessor boards may have differently loaded memory buses though
the target processors are the same. This may result in measuring
power consumption variation mainly in the bus rather than by pro-
cessor. In this case, each instruction may show a distinct average
power consumption with small variance. One may think the experi-
ment is successful, but the measurement data exaggerates the effect
of instruction encoding and the fetch addresses.

Like other recent microprocessors, there are separate power supply
pins for the core enabling measurement free from system depen-
dent bias. Our measurement tool is also designed to minimize the
bus effect equipping bus switches and an FPGA vector generator
in case the target processor does not have separate power supply
pins. The address, the data, and all the control pins are connected
to the FPGA vector generator that is capable of controlling the tar-
get processor with a great degree of freedom;e. g., we can make
the processor perform continual branch instructions to arbitrary ad-
dress locations. We cross-compile an ARM7 program for a proper
pipeline setup (Figure 2) and download the binary image to the
FPGA vector generator. With only a few mouse clicks, we can up-
load the power consumption profile from the measurement system.
We analyzed power consumption by the use of a spread sheet with
user programed macro functions.

2.3 Energy measurement of pipelined micro-
processors

Common RISC processors, including ARM7TDMI, have anop-
code, (a)source register number(s), adestination register number,
and animmediate operand valuein their instruction formats. Low-
energy software reduces power consumption by controlling these
factors. The internal state of the processor (data stored in regis-
ters) affects the power consumption of the datapath components,
the instruction fetch, and theload/storeoperations. Figure 2 illus-
trates the pipeline setup for measuring energy consumption in each
pipeline stage. We measure theenergy variationof the shaded part
changing the above factors with respect to variousreferencein-
structions. We can easily control the weight of the current instruc-
tion. We control the Hamming distance with careful adjustment of
the reference and the current instructions.

1manufactured by EPSON.
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Figure 3: Energy consumption by the instruction fetch address
(PC stage).
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Figure 4: Energy consumption by the operand value (EX
stage).

The pipeline setup for the EX stage is the simplest. We chose a
reference instruction for the ID stage keeping the same base cost
in the EX stages or compensating the base cost. We set up the
pipeline for the IF stage by fillingnop instruction in the EX stage.
The reference instruction needs to sustain the same ID stage en-
ergy. The Hamming distance between the instruction fetch address
values also produces bias. We located the measuring points in the
even address space (PC stage) fixing the Hamming distance to one.
There is not an explicit PC stage in ARM7TDMI. But the instruc-
tion fetch address is issued at Phase 2 of the previous cycle, and
thus we distinguished the PC stage from the IF stage during the
measurement and the analysis. We go by the relative energy con-
sumption in this paper. The smallest value is used as a base in each
analysis. Relative power consumption is more important in RTL
level design [16].

3. CASE STUDY OF ARM7TDMI CORE
3.1 PC stage
We measured the PC stage energy supplying the same instructions
repeatedly to the processor. We found that the Hamming distance
between previous and current instruction fetch address values is a
major concern of the energy consumption. The maximum variation
is up to 0.15nJ as shown in Figure 3.

3.2 EX stage
We first measured the energy variation due to the register values
over 11 instructions. We found that the energy consumption is pro-
portional to the number of 1’s in the value. This is understandable
because of the dynamic CMOS configuration of ARM7TDMI. Fig-
ure 4 illustrates that the energy consumption shows consisteny re-
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Figure 5: Energy consumption by the register number (EX
stage).
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Figure 6: Energy consumption by the immediate value (EX
stage).

gardless of the opcodes. The variation is large: up to 0.4nJ. Sec-
ondly, we measured energy variation by the register numbers. We
measured data processing instructions and found consistency in re-
sults. Figure 5 shows that the EX stage energy is proportional to
the Hamming distance between the register numbers in previous
and current instructions. Thirdly, we observed that the immediate
operand value also affects the EX stage energy. The trend is similar
to the register values as shown in Figure 6.

Finally, we measured the EX stage energy by each instruction keep-
ing other factors the same. We repeated the measurement with four
reference instructions. Unique base energy cost is associated with
each instruction regardless of the reference instruction, and the por-
tion is significant (Figure 7). As described in existing work, the
base cost is useful for power estimation. However, for reduction
purposes, it is less important because we have little alternatives
with the base cost in high-level approaches than other factors of
the EX stage.

3.3 ID stage
It is more difficult to find regularity in the ID stage. First, we
observed that the register number significantly affects the energy
consumption and that it is proportional to the Hamming distance
between previous and current instructions as illustrated in Figure
8. We also measured the base cost of the ID stage energy with four
reference instruction followed by other instructions. We had unique
base costs of the ID stage energy by the opcodes (Figure 9). The
values are not in accordance with those of the EX stage. The base
costs are less important than energy variation due to other energy-
sensitive factors in high-level power reduction. Figure 10 shows
that the immediate operand value also affects the ID stage energy.
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Figure 7: Energy consumption by the opcode (EX stage).
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Figure 8: Energy consumption by the register number (ID
stage).
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Figure 9: Energy consumption by the opcode (ID stage).
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Figure 10: Energy consumption by the immediate operand
value (ID stage).
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Figure 11: Energy consumption by the register value (A port
registers, ID stage).
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Figure 12: Energy consumption by the register value (B port
registers, ID stage).

It is proportional to the Hamming distance between previous and
current instructions.

We observed an energy characteristic that is not in accordance with
the literature describing ARM7TDMI. The ID stage energy is sig-
nificantly affected by the register values. The energy consumption
is proportional inA busand mostly inversely proportional inB bus
to the number of 1’s in the value as shown in Figures 11 and 12.

3.4 IF stage
We observed that the opcode encoding affects the IF stage energy
as shown in Figure 13. Four instructions were used as reference in
measuring the energy difference by opcodes. The IF stage energy
is proportional to the Hamming distance between the opcodes but
not significantly.
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Figure 13: Energy consumption by the opcode encoding (IF
stage).

188



0.000

0.005

0.010

0.015

0.020

0.025

0.030

0 2 4 6 8 10 12
Hamming distance

and

add

orr

sub

R
el

at
iv

e 
en

er
gy

 (n
J)

Figure 14: Energy consumption by the register number (IF
stage).
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value (IF stage).

Figure 14 illustrates the energy variation due to the Hamming dis-
tance between the register numbers in previous and current instruc-
tions. The amount is not significant. Figure 15 shows that the im-
mediate operand value affects the IF stage energy. We observed
that the cost is marginally proportional to the Hamming distance
between current and previous instructions, but this influence is mi-
nor.

3.5 Multi-cycle instructions
Multi-cycle instructions occupy more than two EX stage cycles
while causing other stages to stall. Figure 7 shows the base cost of
str andmul instructions, for the first, middle (one or more), and
the last cycles. The first EX cycle ofstr rd,(rs1),rs2 in-
struction transfers the effective memory address to theaddress reg-
ister, and the energy cost obeys Figure 4 by the values ofrs1 and
rs2 . The second EX stage performs a memory operation, and the
cost obeys Figure 3 by the Hamming distance between the effec-
tive address value and the previous instruction fetch address. The
number of EX cycles ofmul instruction is dependent on the data
(Booth algorithm). Although the EX stage energy ofmul is not
significantly variable, it does not agree with Figure 4.

3.6 Example of energy consumption modeling
While characterization plays an important role in the existing power
analysis work [17, 18, 19, 20], a simple characterization method is
often suitable for complex systems including microprocessors. We
observed that the power consumption is proportional or inversely
proportional to the Hamming distance between previous and cur-
rent values, or the number of 1’s in the current value. We introduce
an example of energy model that characterizes the power consump-
tion by first order linear functions. We took the dynamic CMOS

Table 1: Relative base cost of instructions.
opcode ID stage (nJ) EX stage (nJ)

and 0.10 0.10
eor 0.22 0.1
sub 0.06 0.02
rsb 0.17 0.20
add 0.15 0.10
adc 0.10 0.10
sbc 0.10 0.03
rsc 0.19 0.23
orr 0.22 0.08
bic 0.00 0.00
mov 0.21 0.09
mvn 0.09 0.02
tst 0.12 0.11
teq 0.26 0.12
cmp 0.09 0.03
cmn 0.20 0.23

mul (1st) 0.38 0.46
mul (middle) N/A 0.25

mul (lat) N/A 0.48
str (1st) 0.15 0.10
str (last) N/A 0.18

Table 2: Relative energy consumption model (h: Hamming dis-
tance, w: weight).

IF stage ID stage EX stagefactor
E (pJ) % E (pJ) % E (pJ) %

opcode 4:5h 1:58 Tab. 1 33:3 Table 1 40:4
reg. # 2:5h 2:63 7:5h 7:9 5:4h 5:7

reg. val 0 0 Fig. 11 and 12 6:7w 37:6
IF addr 5:3h 14:9 0 0 0 0
DF addr 0 0 Fig. 11 and 12 5:3h 14:9
IMM val 6:2h 5:4 1:0h 7:0 1:13w 7:9

into account and thus the Hamming distance together with the num-
ber of 1’s in the current value. Our results are reasonable because
each factor is characterized with each unique function for all the
instructions except for the base cost of opcodes in the ID and the
EX stages.

We defined a functionh as the Hamming distance between current
and previous values, and a functionw as the number of 1’s in the
current binary number. We formulated a hypothesis that the power
consumption of each pipeline stage is given byαh+βw+ γ where
α;β andγ are non-negative real numbers. We include the PC stage
in the IF stage for convention. We ignoreγ, in this paper, because
relative energy consumption is meaningful in high-level power re-
duction. Table 1 shows the base costs of the ID and the EX stages.
These values do not change by the instructions in the other pipeline
stages. However, the same instruction may consume different ener-
gies according to Table 2. We can explain that theinter-instruction
costsare determined by Table 2. The order of the table size is lower
than the existing inter-instruction approaches. However, it offers
much more information for various software-level power reduction
techniques because each cost is not a constant but a function of the
Hamming distance or the weight.

Multi-cycle instructions have different base costs for each cycle.
Other pipeline stages are stalled during the middle and the last cy-
cles, but still consume significant amount of energy. Consequently,
it would be better to regard the actual energy as the base cost plus
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the average energy consumption by the entire pipeline stages2.

4. DISCUSSION
Conventional processor boards are composed of memory subsys-
tems and many other peripherals. The best way to remove sys-
tem dependent bias during measurement is to use a processor board
solely composed of a microprocessor core. This is almost impos-
sible in real systems, but we can set up a test environment as pre-
sented in this paper.

Table 2 shows that inter-instruction cost is caused by various energy-
sensitive factors and the resulting amount is large. The average
inter-instruction costs, introduced in previous work, take into ac-
count the effect of the opcode only, which mainly affects the IF
stage energy variation and occupies under 2 % out of total varia-
tion. Other factors are orthogonal to the instruction and much more
significant. This shows that the average inter-instruction cost is not
a suitable arrangement.

Our power consumption model informs us of various software power
reduction schemes. For example, the power consumption model
explains that the instruction fetch energy can be optimized by re-
ducing the Hamming distance between the address values. We are
also able to see that the reduction amount will be 5.3pJ per one
Hamming distance. In addition, the address bus encoding only af-
fects the IF stage energy. The possible energy reduction in the best
case will be 15 % of the core energy. The PC and the IF stage en-
ergy becomes more significant in system-level power consumption
because of bus and peripheral devices. Their energy characteristic
may be different from that of the processor. We can also estimate
the effectiveness of the register re-encoding scheme. The register
ID may change the power consumption of the IF, ID and EX stages
up to 2.63%, 7.9% and 5.7%, respectively. With 30% Hamming
distance reduction, we can achieve 5% reduction of the CPU core
power. A simple calculation shows that power consumption of the
same instruction may differ up to 120 %. Let us assume that there
is little degree of freedom in changing data in software power re-
duction; there still remains up to 80 % power.

5. CONCLUSION
We analyzed energy consumption of the ARM7TDMI core in terms
of opcodes, register numbers, register values, instruction fetch ad-
dresses, data fetch addresses, and the immediate operands in each
pipeline stage, respectively. Most of them are dependent on the
Hamming distance between the values in current and previous cy-
cles or the number of 1’s in the current value. We also observed
that each instruction has a base energy cost in the ID and the EX
stages, which is not variable to the previous pipeline status. Gen-
erally the base cost does not give enough degree of freedom to
low-power software designers because they have little alternatives
in most cases. We characterized the power consumption variation
with respect to the factors that are dependent on the Hamming dis-
tance and the number of 1’s, introducing substantial power reduc-
tion guidelines.

The real-time cycle-accurate energy consumption measurement tech-
nique has made it possible to discover the energy consumption with
a large number of input vectors in a short period. Future work will
include analysis of DSPs and static CMOS processors. Our mea-
surement technique does not limit energy characterization to the

2We let this value 1.144nJ: the average of the entire measurement
data.

example in this paper. And, we are developing various applications
of the measurement technique.
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