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1 Introduction
Current microprocessor architectures
become more and more dominated by the
data access bottlenecks in the cache, system
bus and main memory subsystems. These
also have a major influence on the system
(board-level) power consumption. In
practice this means lower energy
consumption for a given throughput
requirement.

In the booming domain of (largely
embedded) cost-sensitive communication
and multi-media applications, more and
more implementations make use of
microprocessor based platforms for
flexibility reasons.

However, in order to provide sufficiently
high data throughput at reasonable power
consumption for these demanding
applications, novel solutions for the memory
access and data transfer will have to be
introduced. These will have to be situated
both at the processor architecture and the
algorithm/compiler level.

The question we want to address in this
paper and tutorial is what would these
solutions look like. We will show that they
will be based on processor architecture
optimizations, on novel approaches in the
application of compiler technology, and on
exploiting the interface between the system
hardware and software.

2 Architecture Optimizations
Due to the quadratic dependence of power
on voltage, voltage reduction is the most
favored method of reducing power. It has
been shown that very aggressive voltage
reductions are possible if architectural and
algorithmic transformations are applied to
the problem (pipelining & parallelism) to
regain the loss in performance from voltage

reduction [1]. This is a very powerful
technique for throughput-oriented limited-
function applications (e.g. digital filtering),
and is an option for implementing part of the
functionality of embedded multi-media
applications.

Traditional CPU architecture research has
focussed on the performance problems
entailed by the increasing gap between CPU
speed and memory bandwidth. Larger and
more levels of caches and larger instruction
scheduling windows are the approaches that
have been adopted for increasing CPU
performance. More recently, architectural
optimizations aimed primarily at power
reduction have become an active area of
research.

The main ideas [2] can be classified under
the following themes:

a) module parameter tradeoffs – the
optimal size and configurations of
micro-architectural modules such as
caches [3], register-files etc. for the
desired power/performance

b) exploiting locality both for instructions
and data – e.g. mini-caches, mini-TLBs
to avoid looking up the larger main
cache [4]  and value locality – where
recent computations are saved to avoid
re-computation [5]

c) enabling more powerdown – e.g.
partitioning of caches to allow one the
necessary bank to be powered up, and
word-width wise partitioning of
datapaths [6]

d) speculation reduction – dynamically
reducing the speculation in the machine
to reduce power – e.g. limiting
instruction issue if the number of
predicted branches exceeds a limit [7]



e) h/w hooks to allow for increased s/w
control on power – e.g. a loop cache into
which basic blocks are statically
allocated by the compiler [8].

Optimizations such as the above are local to
the CPU. Power reduction techniques of a
wider scope are possible if the CPU is seen
as a component of an overall system. For
example, the CPU need not be fully-active if
it is waiting for I/O. Similarly other system
components need to be active or powered-up
only when needed. This motivates the
application of dynamic power management
systems. The basic requirements for
dynamic power management system are the
availability of multiple power states for the
various system components – CPU,
memory, peripherals, mechanisms for
detecting opportunities for power state
transitions, and a control mechanism to
coordinate state transitions. The detection
and control functions can be distributed
between the hardware and system software
(O/S). For standard platforms such as the
personal computers, there are standard
power management specifications e.g. ACPI
(Advanced Configuration and Power
Interface Specification) [9]. For embedded
applications, there are opportunities for
additional flexibility and power management
systems tuned for specific applications can
be extremely efficient means for power
reduction. Improved modeling of system
behavior including stochastic models for
user-behavior etc. has gained attention
recently. Recently work has also focused on
studying improved power management
policies [10].

The power reduction from the power
management discussed above comes from
powering-down system components when
not needed. This has gained widespread
application due to its practicality and
relative ease of implementation. An
additional source of power efficiency comes
from extending power management to
include control on the CPU’s voltage and
performance. Dynamic voltage/freq has
gained increased attention lately [11].
Realizing its full potential ideally requires a

unified h/w-s/w approach. For general-
purpose, open platforms, the various system
components can come from different
vendors, and thus, industry-wide standards
and specifications will help faster adoption
of these ideas.  However, for embedded
systems, the designer may have the
flexibility of designing both the system h/w
and s/w, as well as the end-application. In
particular, multi-media applications are
ideally suited for dynamic voltage/freq
scaling since they often have regular activity
patterns that can be pre-characterized.

3 Optimized Platform Mappings

In the domain of algorithm transformations
and compilation technology for embedded
data-dominated applications, there has been
a lot of work for the traditional metrics of
cost and performance. In recent years,
significant progress has been made in
targeting energy optimizations.

We will show that decisions made at this
stage heavily influence the final outcome
when the appropriate architectural issues of
the embedded memories are correctly
incorporated.  This has to happen both at the
ILP (instruction-level parallelism) compiler
and in the preceding system compilation
stages.

From the viewpoint of compilers, several
opportunities for power
reduction/management exist, particularly in
the embedded multimedia and
communication domains. Many of such
applications are typically characterized by
data-intensive computations operating on
(multi-dimensional) arrayed data structures
stored in off-chip memories.  Thus compiler
transformations that aim to reduce off-chip
memory traffic often simultaneously
improve performance, while reducing
power.

3.1 System-level Code Transformations

Software specifications for multimedia
systems are typically not optimized from a
memory point of view. For example the
software used during the development of the
MPEG-4 video decoder uses several



megabytes of memory while decoding a
video of 352 by 288 pixels [12]. After
systematic system level optimizations of the
source code, only a few hundred kilobytes
are actually required. Also the number of
transfers from and to memory can be
reduced by an order of magnitude. Both the
reduction of size and number of transfers
decrease both, at least linearly, the power
consumption of the memory system while
preserving behavior. Hence, exploration of
Data Transfer and Storage (DTS) is an
important pre-compilation step. A stepwise
approach by a DTSE methodology [13],
partially supported by tools, avoids a design
time explosion. [14] gives a good overview
of the general research in this domain.

The major principles of source-to-source
transformations of the DTSE methodology
are: a) Global data-flow transformation to
avoid redundant transfers, b) Global loop
and control flow transformations to increase
locality of reference, c) Data reuse
exploration to exploit the available memory
hierarchy, d) SDRAM memory organization
and e) Data layout decisions to reduce the
memory size and to improve cache hit rates.
These transformations are fully platform
independent except the last two who are
partially influenced by parameters of the
target platform. This claim is supported by
the results in [15]. This fact allows for a
posteriori decisions about the target
platform. A platform specific compiler, the
subject in the next section, then optimizes
platform dependent issues.

3.2 Platform Compiler Technology

Early experiments by Tiwari et al. [16]
demonstrated reduced energy consumption
(and higher performance) through improved
register allocation, resulting in fewer spills
to memory.  Compiler techniques that
improve data locality through coarse-grain
transformations [13] and data layout
optimization [17,18,19], result in
significantly fewer cache misses, leading
again to improved performance and lower
power dissipation.

Similarly, instruction scheduling techniques
to reduce instruction cache misses have been
developed [20], resulting in reduced bus
transitions per off-chip memory transfer.
Recent work in memory-aware compilation
[21,22,23] aims to better exploit memory
access protocols of contemporary DRAMs
for improving the memory bandwidth of
applications.

The effects of such compiler optimizations
(as well as many other contemporary
compiler transformations) on power
dissipation require a comprehensive
measurement or simulation environment,
since the relationship between performance
and power or energy is not easily
predictable.  New efforts in building
architectural power/energy-aware simulation
[24,25,26] will help quantify the effects of
compiler optimizations on power and
energy.  Finally, compiler-controlled power
management techniques are beginning to
appear [27,28], that dynamically tradeoff
power for performance.  The compiler,
through a combination of static analysis,
profile-driven data and feedback-driven
optimization, can thus modify the
power/performance characteristics of the
target architecture, in consort with system-
level power management schemes.

4 Conclusions

Microprocessor based platforms become
more and more the choice for embedded
solutions. To enable low power consumption
platforms for upcoming demanding
communication and multi-media
applications solutions along three major
axes are addressed: 1) architectural
optimizations, 2) system level source-to-
source transformations and 3) compiler
technology.
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