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Abstract

Noise effects such as power supply and crosstalk can significantly affect the performance of deep submicron designs. These delay effects are highly input pattern dependent. Existing path selection and timing analysis techniques cannot capture the effects of noise on cell/interconnect delays. Therefore, the selected critical paths may not be the longest paths and predicted circuit performance might not reflect the worst-case circuit delay. In this paper, we propose a path selection technique that can consider power supply noise effects on the propagation delays. Next, for the selected critical paths, we propose a pattern generation technique for dynamic timing analysis such that the patterns produce the worst-case power supply noise effects on the delays of these paths. Our experimental results demonstrate the difference in estimated circuit performance for the case when power supply noise effects are considered vs. when these effects are ignored. Thus, they validate the need for considering power supply noise effects on delays during path selection and dynamic timing analysis.

1 Introduction

Continuous shrinking of device feature size, increased number of interconnect layers and gate density, increased current density and higher voltage drop along the power nets give rise to the noise effects such as power supply noise and crosstalk noise. Analysis shows that excessive noise can significantly affect the performance of deep submicron designs [1]. For example, with the increasing complexity of deep submicron designs, more devices are switching simultaneously and this results in increased power supply noise. The power supply noise reduces the actual voltage level reaching a device, which, in turn, leads to increased cell and interconnect propagation delays. This results in increased signal arrival times at the primary outputs and the next state lines and causes performance degradation. If the cell is a clock buffer or is in the timing-critical path, this delay deviation could cause serious clock skew problems or a non-trivial increase in the critical path delay. Similarly, increase in design density leads to more significant crosstalk effects between the interconnects that can again affect the performance of the designs.

The goal of timing analysis is to predict the performance of the design. However, traditional timing analysis techniques cannot consider noise effects on the performance of the design. This is because these effects are highly input pattern dependent. Dynamic timing analysis is used to predict the performance of the design by simulating a set of input patterns. To be able to give an accurate and efficient estimate of the performance, dynamic timing analysis must simulate a small set of patterns producing the worst-case path delays in the circuit. Therefore, this process involves selecting the right set of paths and generating the right set of patterns for them. Traditionally, path selection is performed using timing analysis tools by selecting all paths that exceed some percentage of the clock period (cut-off time). However, traditional false-path-aware timing analysis tools (such as PrimeTime [2]) cannot take into account the noise effects and therefore, can fail to include some critical paths into the target set. In this paper, we address the problem of path selection and pattern generation for dynamic timing analysis considering power supply noise effects. Our path selection technique can also be used for selecting a set of paths for delay testing considering power supply noise effects [3].

Many parametric variations, noise sources and modeling errors (caused by, for example, inaccurate RC extraction and reduction) are statistical in nature. Therefore, the use of statistical methods for timing analysis to incorporate statistical timing deviations caused by these sources seems to be inevitable. Our path selection technique considering power supply noise is based on a statistical timing analysis framework [4]. In statistical timing analysis, the delays of cells/interconnects are modeled as correlated random variables with known probability density functions (pdfs). Given these cell/interconnect delays, the cell level netlist and the clock period, statistical timing analysis can derive the pdfs of the signal arrival times, required times and slacks at internal signals and primary outputs. Noise effects, such as power supply noise, can cause perturbations of the delay random variables of the affected cells and/or interconnects. We use the statistical model for power supply voltage proposed in [1] to derive the perturbed delay random variables of each cell/interconnect in the presence of power supply noise. By running the statistical timing analysis using the perturbed cell/interconnect delays we derive the slack distributions at internal nodes and primary outputs of the circuit. These slack distributions are then used in our critical path selection strategy. After the set of critical paths considering power supply noise has been selected, we perform dynamic timing analysis. For this purpose, for each selected path, we generate vector pairs that sensitize the path while producing the worst-case power supply noise effects on its propagation delay. Our experimental results demonstrate the advantage of considering power supply noise effects during the path selection process as well as during pattern generation for dynamic timing analysis. Because different nodes/interconnects in the circuit may have dramatically different performance sensitivity with respect to the power supply noise, the set of timing-critical paths can significantly differ for the case when the effects of power supply noise on propagation delays are considered from the case when the effects are ignored. The experimental results clearly indicate the difference and thus validate the need for considering power supply noise effects on delay during path selection.

2 Background

Power Supply Noise Estimation. Power supply noise is a result of switching activity in the circuit and it is highly input pattern dependent. In general, power supply noise includes two components: inductive $\Delta I$ noise and power net $IR$ voltage drop. The inductive $\Delta I$ noise is caused by the change of the instantaneous current on either the package lead inductance or on wire/substrate inductance and it is proportional to $L \frac{dI}{dt}$. On the other hand, the $IR$ voltage drop is caused by the instantaneous current through the resistive power and ground lines. Recently, several techniques have been proposed for estimating power supply noise in deep submicron designs [5, 6, 7, 8]. The first three approaches use close-form equations or efficient models to estimate the power supply noise at each cell based on the given input conditions. The fourth technique provides an accurate and efficient method for estimating the maximum power supply noise in the entire circuit. This technique uses a Genetic Algorithm-based (GA-based) [9] approach for generating a small number of input patterns that cause high power supply noise. For efficiency reason we incorporate this GA-based technique into timing analysis flow.

Statistical Timing Analysis Framework. The core engine for our statistical path selection considering power supply noise is a statistical timing analysis framework [4]. To achieve a balance between accuracy and efficiency, we adopt a cell-based approach in building our framework. It requires pre-characterization of cells, i.e., building libraries of cell delays and output transition times (as random variables). The input transition time and output loading of the cells are used as indices for building these libraries. Since the goal of statistical timing analysis is to describe the
timing behavior of the circuit regardless of the applied input patterns, we adopt the worst-case analysis in building the cell libraries. The interconnect delay is also modeled as a random variable and is pre-characterized once the RCs are extracted. The random variables of the signal arrival times at cell/interconnect outputs are computed using the information on the arrival and transition times of the cell fanins as well as the information on the cell/interconnect delays [10]. Our framework uses Monte Carlo simulation based technique to approximate the pdfs of the signal arrival times at the internal signals and primary outputs. The convergence criteria are decided based on desired accuracy of results. Our framework also efficiently supports a large number of elements sharing the same correlation factor and it avoids the problem of the large size of covariance matrix used to model correlation between elements.

Statistical Model for Power Supply Noise and Its Delay Effects. To estimate the propagation delay increase of cells/interconnects (as a random variable) due to the power supply noise we use the technique proposed in [1]. It first builds a statistical model of the supply voltage. In this model, the supply voltage is represented as a random variable and its pdf is derived from the transistor-level simulation results using a small set of vectors [11] which cause high power supply noise. Next, by this statistical model, we can derive the perturbation on the pdfs of the propagation delays for the affected cells/interconnects. This is done by combining a set of delay-vs-Vdd curves (available in the cell library or derived during the cell library characterization phase) with the statistical model of the voltage level.

3 Path Selection

Due to a very large number of paths in practical designs, techniques for dynamic timing analysis and delay testing rely on selecting a small set of target paths for analysis/testing. The set of longest paths in the circuit can significantly differ for the case when noise effects on propagation delays are considered from the case when these effects are ignored. Existing path selection techniques cannot consider noise effects on the propagation delays and therefore, might not select the right set of paths. Also, the existing techniques for path selection are based on the results of nominal or worst-case timing analysis (i.e., the delay of each cell/interconnect is a single value - either its nominal delay or worst-case delay) instead of statistical timing analysis. This again can lead to selecting some not-so-critical paths while omitting other more critical ones for analysis/testing as illustrated by the following example.

Example 1 Consider the circuit in Figure 1. It has four paths connecting PIs (i.e., signals a, b, c, d) to PO (signal g): P1, P2, P3, P4. If the nominal pin-to-pin delays are used, the longest path is P1 with delay of 25 time units. On the other hand, if the 3σ pin-to-pin delays are used (e.g., the 3σ pin-to-pin delay from a to e is 15 = 3 x 1 = 18), the longest path becomes P4 with delay of 34 time units. If we can afford to select only one path in the circuit, then these two different delay models would result in a selection of completely different paths. As this example illustrates, conventional methods for path selection based on single-value analysis may fail to find the right critical paths. This observation motivates the need for a path selection methodology under the statistical timing analysis environment.

3.1 Statistical Method for Path Selection

Our goal is to find a minimum set of paths considering power supply noise such that sensitizing these paths leads to an accurate prediction of the circuit performance. This is equivalent to searching for critical paths. Critical paths are paths with delays exceeding a given limit which can be a certain percentage, e.g., 90%, of the intended clock period.

Critical Nodes. Critical paths are composed of critical nodes. Critical nodes are defined with respect to their slacks (slack is the difference of the required time and the arrival time). If the slack of the node is negative, the node is a critical node. Here, the required times of all primary outputs and next state lines are set to the given limit of path delay. Under the statistical framework, the arrival times, the required times, and the slacks of internal nodes are all random variables. Therefore, a node could be critical for some circuit instances but non-critical for other circuit instances.

For any node in a circuit, there are three types of possible slack distributions as shown in Figure 2. If the entire pdf of a node’s slack is in the positive region, as shown in Figure 2(a), we say the node has a positive slack. For all circuit instances, this node is non-critical and it will not be in any critical path. If a node has a negative slack (Figure 2(b)), the node is a critical node for all circuit instances. If the pdf of a node’s slack covers both positive and negative regions as shown in Figure 2(c), we say the node has a mixed slack. The area of the pdf in the negative region is the probability of the node being a critical node. Note that if normal distributions are assumed, any slack will always have a non-zero probability of being in both positive and negative region. In that case, we can set a threshold for the classification. For example, if the threshold is set to 99.7%, then a node is classified as one with a positive slack if the area of the slack pdf in the positive region is over 99.7%.

Example 2 To illustrate different types of slack distributions and how they can be used for path selection, consider the circuit in Figure 1. The limit of path delay is set to 20.00 time units which is then the required time of primary output g. After statistical timing analysis, the mean and standard deviation of g’s slack random variable are –5.96 and 1.38, respectively (assuming a normal distribution). As the 3σ bounds of this random variable are all in the negative region, by definition, g has a negative slack. On the other hand, f has a mixed slack (–4.64/2.23) as the pdf of f’s slack covers both positive and negative regions. If we perform Monte Carlo based static timing analysis for 480 runs, the delay of P1 always exceeds the specified limit and thus is guaranteed to be a critical path (with a certain confidence level). On the other hand, the probability of P2 being critical is 439/480 = 91% (in 439 out of 480 Monte Carlo runs it is a critical path). If the paths are ordered according to the runs (probabilities) in which the paths are critical, the order will be P1(480), P3(469), P2(439), and P4(373). If we would like to cover all paths whose probability of being critical is higher than 50%, then all paths should be tested. On the other hand, if we can afford to select only two paths, selecting P1 and P3 will maximize the probability of covering all the most critical paths encountered in all circuit instances.

Path Selection Strategies. In our statistical path selection procedure, we first derive the cell/interconnect delay random variables by including the power supply noise effects on the propagation delays [1]. Next, using Monte Carlo sampling we derive the pdfs of signal arrival times, required times and slacks. The path selection procedure is then based on these pdfs. To select a set of most critical paths considering power supply noise effects, it is clear that we must select all paths on which every node has a negative slack. This is because the delays of these paths, if they can be sensitized, are guaranteed to exceed the specified limit. However, selecting paths containing only nodes with negative slacks is not sufficient. There are many paths which contain signals with mixed slacks. These paths have non-zero probabilities to be timing-critical. The probability of a path being timing-critical is equal to the smallest node probability for the nodes along the path. Path searching strategies are used to maximize the total probability of a selected path set.

We propose two path searching strategies. Strategy 1 searches for paths whose probabilities of being timing-critical exceed a given threshold (e.g., 30%). This search can be done by searching for paths that contain nodes whose probabilities of being timing-critical exceed the given threshold. If
the given threshold is 100%, then the paths selected will be guaranteed to be timing critical as discussed at the beginning of this subsection. **Strategy 2** closely integrates path selection into Monte-Carlo-based statistical timing analysis and selects a path with the most negative slack in each Monte Carlo run (the slack here is a single value instead of a random variable). The union of the selected paths forms the set of paths for dynamic timing analysis. In general, with a low threshold, **Strategy 1** will select more paths than **Strategy 2**, and very often cover most paths selected by **Strategy 2**. Therefore, **Strategy 1** will provide better path selection results at the cost of more CPU time and memory for longer test sequences. Note that these strategies are used after the complete statistical timing analysis is done, so there is no explicit path enumeration at each run of Monte Carlo analysis.

### 4 Pattern Generation

Our pattern generation method for dynamic timing analysis consists of several steps. The first step is a pre-processing step and it is performed only once for each circuit. In this step, we extract the power net RCs and build a current/voltage waveform library for different cells. In the second step, for each selected path, we generate a partially specified input vector pair that sensitizes the path. In this step, we attempt to leave as many primary inputs unspecified as possible. In the third step, we assign the unspecified primary input values such that the power supply noise impact on the delays of the signals on the path is maximized.

**Step 1.** The circuit model used for deriving the current/voltage waveform libraries for each cell is shown in Figure 3. Symbols $V_{dd}$ and $V_{ss}$ are used to denote power and ground. In the following, we will discuss only the network used to model $V_{dd}$ pin and segment (the model for $V_{ss}$ is similar to $V_{dd}$). Each $V_{dd}$ pin is modeled by an RLC network ($L_{pd}, R_{pd}$, and $C_{pd}$). Symbol $C_{t}$ is used to denote the substrate and on-chip decoupling capacitance. Symbols $R_{nd}$ and $C_{nd}$ are used to denote the effective resistance and capacitance of $V_{dd}$ line from the $V_{dd}$ pin to $V_{dd}$ node of the cell, respectively. Power supply noise at the $V_{dd}$ node of a cell can be computed by summing up the inductive $\Delta I$ noise and IR voltage drop along the power line segments from the $V_{dd}$ pin to the $V_{dd}$ node of the cell. Noise caused by the wire/substrate inductance is ignored, since it is substantially smaller than that caused by the package lead inductance. Though this package lead inductance is seen globally the same for all cells, it should be considered in this characterization phase because the final current waveforms are different for every cell, even with the same inductance value. In order to find the power supply noise, it is necessary to derive accurate current waveforms for all segments of $V_{dd}$ and $V_{ss}$ lines and pins, which depend on the charge and discharge current waveforms of all cells. For a given circuit with the netlist and its physical design, first the current waveforms for each cell with respect to a given input pattern are estimated. The current waveforms for all the cells are then used to compute the current waveforms through the $V_{dd}$ and $V_{ss}$ pins as well as all segments of $V_{dd}$ and $V_{ss}$ nets.

**Step 2.** Sensitizing a given path usually requires assignment of only a small number of primary input values. The unspecified values can be specified such that they activate the worst-case noise effects and produce the worst-case propagation delay on the path. Consider, for example, the circuit in Figure 4. The selected path is shown in bold line. There are 6 primary inputs in this circuit (marked with symbols $a$ through $f$). In order to sensitize the path only the value of primary input $a$ has to be fully specified. Different assignments of unspecified values can result in different path delays. This is because gate delays depend on the number of inputs that are switching and because different input vector pairs can also result in different power supply or crosstalk noise. For example, transistor level simulation [12] of a vector pair $V_i(abcede f) = (011000, 111000)$ produces a path delay of 2.71 ns, while $V_i(abcede f) = (000101, 111000)$ produces a path delay of 2.80 ns.

**Step 3.** For each selected path, our goal is to generate an input vector pair such that the impact of the power supply noise on the path delay is maximized. The assumption that a two-vector pair could excite the worst-case power supply noise is valid, since we assume that any vector can be initially applied to the sequential circuit. We extend the GA-based approach [8] to use the primary input don’t care set for this purpose. The initial population for the GA-based iterative phase is derived from the partially assigned vector pair obtained in the previous step by randomly assigning the don’t care values. Next, we use the cell current/voltage waveform libraries and the information about the extracted power net RCs derived in Step 1 to perform the waveform simulation of the current patterns. The fitness value of the pattern is calculated as a summation of the maximum power supply noise for the nodes on the path. In each iteration of the GA, we use the selection, crossover and mutation schemes suggested in [11] to generate a new pattern population. The GA-based iterative process stops when the number of generations exceeds a pre-specified limit. For the same path in Figure 4, this approach produces vector pair $V_{a}(abcede f) = (010011, 111100)$ which results in a path delay of 2.99 ns. After the vector patterns for all selected paths have been generated, we use a transistor-level simulator [12] to predict the circuit performance. The flowchart of our dynamic timing analysis algorithm is shown in Figure 5.

### 5 Experimental Results

In this section, we describe our experimental results for path selection and pattern generation for dynamic timing analysis for ISCAS85 and ISCAS89 benchmark circuits. All results are obtained for 0.25 μm, 2.5 V technology. To demonstrate the need for considering power supply noise effects during path selection process, we select three sets of critical paths. The first set of paths is selected using Strategy 1 with threshold set to 10%, which controls the minimum probability of nodes to be considered in path selection. We denote this set of paths as S1. The second set of paths (denoted as S2) is selected using Strategy 2. The paths in these two sets are selected considering cell/interconnect delays that take into account delay pertur-
bations caused by power supply noise effects. The third set of paths is selected using nominal delays for cells/interconnects (power supply noise is not being considered). The required time for the outputs is set such that the number of selected paths in the third set approximately matches the number of paths selected by Strategy 1 (because of the presence of false paths we cannot easily select the same number of paths in these sets). We denote the third set of paths as N. This set represents the paths selected by the traditional method. For each of these three sets of paths, we generate two different sets of vectors. The first set of vectors (denoted as M1) is generated using the technique described in Section 4. Therefore, these vectors are generated such that they sensitize the paths and the don’t care set at the primary inputs is used to maximize the power supply noise along the nodes in the paths. The second set of patterns is generated such that the vectors sensitize the paths and the don’t care primary inputs are assigned randomly. We denote this set of vectors as M2. The two sets of patterns are next simulated on a transistor-level simulator (PowerMill) [12] to estimate the performance of the design.

The results of the experiment are shown in Table 1. Columns 3 through 8 show the delay of the longest path in the circuit. Columns 9 through 14 show the average delay for the tested paths. Columns 3, 4, and 5 show the propagation delays of the longest paths in sets S1, S2 and N with respect to the patterns generated under M1 strategy, respectively. Columns 6, 7, and 8 show the delays of the same sets of paths after applying the patterns generated using strategy M2 which represents the existing generation methods. The results for the average delays based on the three path selection strategies with respect to M1 and M2 are shown in Columns (9–11), and (12–14), respectively. The last row of the table shows the average of the delays normalized with respect to the set of paths selected for nominal delays under strategy M2. The average is obtained by first finding the normalized values for each circuit and then averaging for each column over the set of tested circuits. Columns (14–16) show the number of paths in each of the three sets. For each path we generate one 2-vector pattern. The experiments have also demonstrated the efficiency of our path selection and pattern generation process. We listed the CPU time used to perform path selection (STA path) and GA test generation process for each path (GA) at the last two columns. These two processes show the impact of using our statistical and GA methods in our dynamic simulation flow.

As the results illustrate, there is a significant difference in the estimated circuit performance when paths are selected considering power supply noise (columns under S1 and S2) vs. when the power supply noise effects are ignored (columns under N). For example, for circuit s38584 the performance is estimated as 18.1 ns (under pattern set M1, column S1) if power supply noise is taken into account during path selection and pattern generation. If power supply noise effects are considered only during pattern generation and not in the path selection process the performance is estimated as 16.2 ns (under pattern set M1, column N). If power supply noise is not considered neither during path selection nor during pattern generation, the performance is 14.6 ns (under pattern set M2, column N). This clearly indicates the need for considering noise effects. On the average, the estimated worst-case delay is 23% larger if the noise is taken into account only during pattern generation. We would like to stress that the final part of this experiment is done by a full-circuit Powermill simulation. This complete simulation can consider various aspects of analog behavior of the circuit. For example, the correlation of power surge in different parts of the circuit is taken into account by the simulator automatically. In general, the measured worst-case delays should be considered more accurately with the power supply model used.

### 6 Conclusions

Noise effects can significantly affect the performance of deep submicron circuits. Traditional critical path selection and timing analysis tools cannot consider these effects on the propagation delays of interconnects/cells. Therefore, the predicted longest delay of the circuit might be shorter than the true worst-case delay of the circuit. We have proposed a methodology for selecting critical paths and estimating the performance of the design that can take into account the impact of power supply noise effects on the performance of the circuit. We use statistical timing analysis as a core engine for our path selection strategy, together with statistical models for estimating the impact of power supply noise on the interconnect/cell delays. Also, we propose a technique for generating patterns for the selected paths such that they produce the worst-case noise effects on the delays. Our experimental results show a significant increase in the estimated circuit performance when power supply noise effects are considered.
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