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Abstract

We presenta VLSI designmethodologyto addresghe cross-talkprob-
lem, which is becomingincreasinglyimportantin Deep Sub-Micron
(DSM) IC design.In our approachwe implementthelogic netlistin the
form of a network of mediumsizedPLAs. We utilize two regularlayout
“fabrics”in our methodologyonefor areaswherePLA logic is imple-
mented,andanotherfor routing regionsbetweersuchlogic blocks. We
shav thata single PLA implementedn thefirst fabric styleis not only
cross-talkmmune but alsoabout2x smallerandfasterthanatraditional
standarccell basedmplementatiorof the samelogic. The secondfab-
ric, utilizedin theroutingregion betweerindividual PLAs, is alsohighly
cross-talkimmune.Additionally, in thisfabric,powerandgroundsignals
areessentially'pre-routed”all over thedie.

Our synthesisflow involves decomposinghe designinto a network
of PLAs, eachof which hasa boundedwidth and height. The number
of inputsand outputsof eachPLA areflexible aslong asthe resulting
PLA width is bounded. We performfolding of PLAs to achieve better
logic density Routingis performedusing2, 3, 4, 5 and6 routing layers.
State-of-the-artommerciaroutingtoolsareutilized for theexperiments
involving theuseof 3, 4, 5 and6 routinglayers.

We have implementedhe entire designflow usingtheseideas. Our
schemeresultsin a reductionin the cross-talkbetweensignal wires of
betweeroneandtwo ordersof magnitude.As aresult,for a 0.1um pro-
cessthedelayvariationdueto cross-talkdramaticallydropsfrom 2.47:1
to 1.02:1. Additionally, our methodologyresultsin circuits thatare ex-
tremelyfastanddensewith atiming improvementof about15%andan
overall areapenaltyof about3% comparedo standarctells. Theregular
arrangemendf metalconductorsn our schemeesultsin low andhighly
predictableinductive and capacite parasitics resultingin highly pre-
dictabledesignsThecrosstalkmmunity, high speed|ow areaoverhead
and high predictability of our methodologyindicatethat it is a strong
candidateasthe preferreddesignmethodologyin the DSM era.
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As theminimum featuresizeof VLSI fabricationprocessesgecrease®

deepsub-micron(DSM) levels, several new challengesarebeingfaced.
Certain electrical problemslike cross-talk,electromigration,self-heat
and statisticalprocessvariationsare becomingincreasinglyimportant.
Until recently IC designersvereableto cleanlypartitionthe designtask
into alogicalandaphysicalone,with nointeractionbetweerthetwo sub-
tasks.Theincreasingmportanceof the abore electricaleffectsrequires
that designersonsiderthe interactionbetweenogical and physicalde-

sign at the sametime. This makes the designtask more complex and

time-consuming.

The cross-talkproblemis perhapsthe mostimportanteffect which
jeopardizeghe ability of designerdo abstractthe logical and physical
aspect®of design.Cross-talktypically occursbetweeradjacentvireson
thesamemetallayer, whenthecross-couplingapacitanceetweerthese
wiresis largeenoughor themto affecteachotherselectricalcharacteris-
tics. As theminimumfeaturesizeof VLSI fabricationprocessegseaches
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the 0.1um range,processngineersare forcedto increasehe heightof
wiresin relationshipto theirwidth, in orderto keeptheir sheetresistvity
from increasingquadratically This in turn increaseshe cross-coupling
capacitancéetweera wire andits neighborsasa fraction of its total ca-
pacitanceresultingin cross-talkproblems.In particular cross-talkcan
causea significantdelayvariationin a wire dependingon the electrical
stateof neighboringwires. Also, it cancausethe logic value of a wire
to beincorrectly interpreteddependingon the stateof neighboringag-
gressomwires, resultingin alossof signalintegrity. With the decreasing
minimumfeaturesizeof VLSI fabricationprocessesheseproblemsare
becomingncreasinglycommon[1].

In this paperwe present designflow to alleviate the cross-talkprob-
lem. Our schemes motivatedby the fabric conceptintroducedin [2].
In bothapproacheghe cross-talkproblemis eliminatedby design.This
is doneby imposinga fixed patternof wires on the IC die, on all metal
layers. In particular this repeatingpattern,henceforthreferredto asthe
DenseWring Fabric (DWF) is --- VSGSVSGS -, whereV represents
a VDD wire, G represent& GND wire, and S represents signalwire.
Wider wires canbe implementedby discretelywideningwires, in steps
of 2. P, whereP is the wiring pitch. This ensureghat adjacentsignal
wires arealways capacitvely shieldedfrom eachother Metal wireson
ary layerrun perpendiculato thoseon layersabore andbelow it. This
layoutarrangemenis shavn in Figurel.

Figurel: Arrangementf conductorsasin [2].

As reportedin [2], the useof this fabric hassomecompellingadwan-
tages.First, with this choiceof layoutfabric, the cross-couplingapac-
itance betweensignal wires dropsby oneto two ordersof magnitude,
therebyall but eliminatingthe delayvariationandsignalintegrity prob-
lemsdueto cross-talk. It wasexperimentallyshavn in [2] thatthedelay
variationdueto cross-talkdropsfrom 2.47:1to 1.02:1,if thefabricis uti-
lized. This experimentsimulateswires of length20Qum, drivenby 10x
minimum invertersimplementedn a 0.1um processechnology At the
sametime, the total wire capacitancéncreasedy a mere5% compared
to thetraditionalrouting style. Also, on-chipsignalinductancewhichis
increasinglybecominga concernfor high-speediesignsdropsby 35%

IMerely removing the VDD andGND wiresin thefabric (i.e. routingsignalwiresattwice
minimumpitch) wasshawn to resultin a3x reductionin cross-couplingapacitance.



aswell, sincethe currentreturnpathfor ary signalwire is aways ad-
jacentto it. The uniformity of inductive and capacitve parasiticawvhich
resultsfrom the regularity of the DWF is a featurethat CAD tools can
exploit [3]. Also, by suitablyintroducingvias whenaer VDD or GND
wiresintersecion adjacenmetallayers,a pover andgrounddistribution
network of low andhighly uniform resistancés created. The DWF also
resultsin tightertolerancesntheinter-layerdielectricthicknessedueto
thefactthatmetalis maximally griddedall overtheIC die. Thisin turn
resultsin atightercontroloninter-layerwiring capacitanceg=inally, the
DWF enablesausto easilygenerate low-skew global clocking network
dueto thelow andpredictableparasitics For a detailedquantificationof
thesebenefitsthereadeiis referredto [2].

The main disadwantageof the schemeof [2] was an increasedarea
requirementomparedo thestandarctell methodology Over a seriesof
examplesanareaincreasenf about65%wasreported.

Thispapeiintroducesanew designflow whichretainsghebestfeatures
of theschemeof [2], with anextremelylow areapenalty anda significant
delayimprovementcomparedo a standarccell implementation.In our
schemea logic network is implementedasa network of Programmable
Logic Arrays(PLAS). TheroutingareabetweernPLAs utilizesthe DWF
pattern.We choosea layoutimplementatiorof PLAs which is naturally
cross-talkimmune, and extremely dense. We shav that the delay and
areaof a singlePLA areabout50% comparedo that of a standarccell
basedayout. Weintroducealgorithmsto decomposalogic netlistinto a
network of PLAs in thisdesignstyle,suchthateachof theresultingPLAs
hasaboundedwidth andheight. The outputof this synthesigprogramis
thenplacedandrouted,usingbetween? and6 metallayersfor routing.
We utilized commerciablacementandroutingtoolsfor the experiments
thatutilized greaterthan 3 routing layers. For a seriesof examples the
averageareapenaltyusingthis PLA implementatiorstyleis shavn to be
about3% comparedo the standarctell approachThis is in spiteof the
factthatthe DWF is usedin therouting areabetweenPLAs. The DWF
is not usedin the standardcell approach. For the sameexamples,the
timing of our approachwason averagel5% betterthanthe standarctell
approach.

With a network of PLAs, thereis a moredirectrelationshipbetween
the cost function being optimizedfor during synthesis,and the actual
PLA implementationsincethereis no interveningtechnologymapping
step.As aresult,multi-level logic synthesiss tightly coupledwith logic
implementationn our designflow.

PLAs have recentlyexperienceda renaved interestasa logic imple-
mentationstyle for high-performancelesigns.The IBM Gigahertzpro-
cessolf4] utilized PLAs to implementcontrollogic. The statedreasons
for this choicewerehigh speedandthe ability to quickly implementand
modify thedesign.We notethattheIBM designdid notutilize anetwork
of PLAs aswe areproposingrather singlePLAs wereused.

The remainderof this paperis organizedas follows. Section2 de-
scribesour designflow, while Section3 describesour experimentalre-
sults. Finally, in Section4, we make concludingcommentsanddiscuss
furtherwork thatneedgo bedonein this area.

2 Our Approach

For this paper we assumea 0.1 um processingechnology with copper
interconnectanda low-K dielectric. We basedhe experimentalresults
in this paperon the “strawman” procesgechnologyreportedn [2].

In our schemewe implementthe circuit asa network of PLAs. Each
PLA is a multi-output structure,laid out in a crosstalk-immunenan-
ner EachPLA implementsts logic functionality with high densityand
speedaswe will shav Section2.2. The routing region betweenPLAs
is organizedusingthe DWF, giving riseto highly predictablegcrosstalk-
immuneroutes. Metal layersthat are not utilized in the layout of the
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Figure2: Schematioziew of the PLA core
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Figure3: Layoutof the PLA core

PLA aregriddedmaximally throughoutthe die, usingthe techniqueof
[2]. Also, intersectingVDD or GND wires on adjacentiayersare con-
nectedby vias. This givesrise to a highly efficient power and ground
distribution network throughoutthe die. WhenPLAs are placed,local
breaksoccurin the power and groundgridding structureof Metall and
Metal2. This conditionwassimulated anddeterminedo causeanegligi-
ble changen the power andgroundresistancebecausehe contrikution
of highermetallayersto theresistancef the power andgroundnetwork
far outweighsthatof the lower metallayers.

Theremainderof this sectionis organizedasfollows. Section2.1 de-
scribesthe structureof the PLAs usedin our designstyle, while the re-
sultsof characterizatiomxperimentdor individual PLAs arereportedn
Section2.2. In Section2.3 we discussthe constructionof a network of
PLAs. Our synthesisalgorithm,which decomposea designinto a net-
work of PLAs, is describedn Section2.4. Finally, Section2.5describes
the placemenaindrouting flow we used.

2.1 PLAsin DSM VLSI Design

Considera PLA consistingof n input variablesxs, xo, - - - , Xy, andm out-
put variablesys,y»,---,ym. Let k bethe numberof rows in the PLA. A
literal lj is definedasaninput variableor its complement.

Supposeave wantto implementa function f representedsa sumof
cubesf = ¢; + ¢+ - -+ + ¢, whereeachcubeg; = I1-12---1{". We con-
siderPLAs which areof the NOR-NORform. This meanghatwe actu-
ally implementf as

f= ,_i(co = ,_i(a) = i(l%+l?+---+li”)

The PLA outputT is a logical NOR of a seriesof expressionsgach
correspondingo the NOR of the complementof the literals presentin
the cubesof f. In the PLA, eachsuchexpressionis implementedoy
word lines, in whatis calledthe AND plane Assumethat theseword
linesrun horizontally Literals of the PLA areimplementecby vertical-
runningbit-lines For eachinputvariable therearetwo bit-lines,onefor
eachof its literals. The outputsof the PLA areimplementecby output
lines which alsorunvertically. This portionof the PLA is calledthe OR
plane
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We usea pre-chaged NOR-NOR style of PLAs in our design. The
schematiosziew of the PLA coreis shawvn in Figure2. Severalobsenra-
tionscanbemadefrom this figure:

e In a pre-chaged NOR-NOR PLA, eachword-line of the PLA
switchesfrom high to low at the end of ary computation,if it
switchesat all. As aresult,thereis no delay deteriorationeffect
dueto crosstalkwith neighboringword-lines.

e However, thereis a possibility that two “aggressor'word-lineson
eithersideof a“victim” word-linemayswitchlow duringtheeval-
uate phaseof the clock, while the victim attemptsto stay pre-
chaged. In this situation,it is possiblethat the switching of the
aggressomvord-lineswill causethe victim word-line to pull low.
We simulatedthis for the relevant sizesof PLAs, and determined
thata long channel(i.e. “weak”) static pull-up device sufiicesto
avoid this situation.Henceword linesmay be safelyroutedat min-
imum pitch. Thesestatic pull-up devices are highly resistve and
their introductionincreaseghe power consumptionof a PLA by
lessthan10%.

e ThePLAsareimplementecusingmetallayersl and?2. It couldbe
arguedthata bus on metallayer 3, routedjust above a PLA, could
beasourceof cross-talkwith the pre-chagedword-lines(onmetal
layer 2) asthevictims. This is not a problemin practice,because
the staticpull-up devices on the word-linesensurethat this cross-
talk effectis negligible.

e In theverticaldirection,we shieldaninput andits complemenby
a GND wire, which is requiredby the devicesin the AND plane
aryway.

e Onemaximallyloaded word-lineis designedo switchlow in the
evaluatephaseof every clock. It effectively generates delayed
clock, D_CLK, which delaysthe evaluationof the otherword-lines
until they have switchedto theirfinal values.

In generalthedelayof thisword-linemaybemuchhigherthanthe
slowestof theremainingword-lines.By suitablyselectingheloads
on this word-line, the overall delayand power consumptiorof the
PLAs could be improved. This is not currentlyimplementedand
will beaddresseth thefuture.

e Eachbit-line is pre-chagedlow in the pre-chage phase.The cor-
respondinglevicesarenotshavn in in Figure2.

By usinga pre-chagedNOR-NORPLA asthe layoutbuilding block in
our methodologywe incur no extra areapenalty eitherin the horizontal
or vertical direction. At the sametime, the PLA structureis crosstalk
immune,which makesit anidealchoice.

Figure 3 shaws the layout of the PLA core (implementedusing two
metallayers). The horizontalword lines areimplementedn METALZ2.
The width of the PLA coreis 4-n+ 2-m tracks, sincethe eachinput
requires4 verticaltracks,andeachoutputrequires?.

We implementtheinputandoutputdriversoutsidethe footprint of the
PLAS3 (i.e. in therouting channel).This givesrise to amuchlower area
overheador our PLAs, andalsoallows ussignificantflexibility in sizing
the drivers. The only effect it hason the routing channelis the intro-
ductionof onevia perdriver. Figure7 illustratesthe locationof output
driversrelative to the PLA core. We wereableto completethe layout of
all control signalswith an additionalcostof only 4 horizontaltracks. 4
extra vertical tracksarerequiredper PLA for the implementatiorof the

2This word line hasthemaximumnumberof diffusionandgateloadspossiblen the PLA.
Figure2 illustratesthis schematically
3Thesedevicesarenot shavn in Figure2 andFigure3.

pre-chageandstaticpull-up devices. Figure4 shavs therelative orienta-
tion of pre-chage devices,muxesanddriversin thelayoutof eachPLA.
In all the simulationswe reportin this paper theseoverheadsare ac-
countedfor. Also, in theelectricalsimulationof the PLA characteristics,
thetransistorsizesutilized areasshavn in Figure3.
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Figure4: LayoutFloorplanof PLA

Dueto theregularity of the PLA structure asimpledelayformulacan
be usedto estimatethe worst-caselelayof a PLA. As we will see,this
formulais utilizedin the synthesistep.

2.2 PLA Characterization

Figure 5 shavs the patternof wires occurring within the core of our
PLAs. Capacitve parasiticsfor the wires within our PLA core were
extractedusinga 3-dimensionaparasiticextractor called Space3D [5].
Theinputto Space3D is a 3-dimensionatircuit layout (dimensionsare
asin the0.1um “strawman” procesgeportedn [2]), andtheoutputis the
value of the capacitve parasiticshetweendifferentfeaturesof that lay-
out. Space8D usesa boundaryelementmethodto computeinterconnect
capacitances.

Theresultsof theseextractionsareshavn in Tablel. In thistableq%i
refersto the capacitanceetweertwo metalconductoronthesamdevel
i, whichareseparatethy minimumspacing .Cfi refersto thecapacitance
betweenwo suchconductorseparatedby twice the minimum spacing.
Cio is the capacitancef a conductorto the substrateandC; i1 is the
capacitancef aconductoronlevel i to otherconductoronlevel i+ 1.

[Laver  C [ €& | Cio [ Gist |
|| 1 || 47.17 | 14.57 | 13.72 | 15.78 |
|| 2 || 48.37 | - | 0.77 | 5.96 |

Tablel: 3-DimensionaParasiticsfor Figure5 ( 10~18F perp)

To comparea single PLA implementedin our layout style against
the standarccell layout style, we took four examplesandimplemented
themin both styles. Delay and power resultswere obtainedutilizing
SPICE[6]. Theareacomparisonwasdoneusingactuallayoutfor both
styles(usingtwo routing layers).

Metal2

Metall

Figure5: Arrangemenbf conductorsn the PLA core
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Figure6: Buffer insertionin the DWF

For the standardcell style of layout, we performed technology-
independenbptimizationsin SIS [7], after which we mappedthe cir-
cuit usingalibrary of 11 standarctells. Thesecells wereoptimizedfor
low power consumption. We usethe wolfe tool within OCT [8] to do
the placementndrouting. Wblfe in turn calls TimberWIfSC-4.2[9] to
do the placementaindglobal routing, and YACR [10] to do the detailed
routing.

For the PLA layoutstyle, we flattenthe examples,andthengenerate
themagic [11] layoutfor theresultingPLA usinga perl script. To com-
putethe delay we simulatea maximally loadedoutputline pulled down
by asingleoutputpull-down device. Parasitic§rom Tablel wereutilized
to modeltheinterconnectvithin a PLA.

The resultsof this comparisorarelistedin Table2. For eachlayout
style, D refersto thedelayin picosecondsA refersto the layoutareaof
the resultingimplementationin squaregrids, andP refersto the power
consumptionNotethatfor the standarctell layoutstyle,D andP values
are the maximumvaluesobtainedafter simulatingabout20 input vec-
tors. Also, we don't accountfor wire capacitance# the standarccell
implementationwhich would only increasédts delayandpower. In the
caseof the PLA layout style, however, the D andP areworst-caseval-
ues. Despitethis, the PLA layout style shavs impressve impraovements
over the standardcell layout style. The PLA layout requiresbetween
0.33and0.81timestheareaof thestandardtell layout. Theaveragearea
requiremenibf the PLAs is 0.46 timesthat of the standardcell layout
style, which is animpressve reduction. The delayvaluefor the PLA is
on average0.48timesthatof the standarccell implementationwhich is
partially attributedto thefactthatthe PLA is dynamic,while thestandard
cell implementationis static.

The powver consumptiorof the PLA is usuallylarger thanthat of the
standardcell implementation mainly becausehe bit-line capacitances
are chaged anddischagedon every cycle. PLAs with large valuesof
k exhibit a much higher power consumption. For this reason,we use
avalueof k < 25 while decomposing circuit into a network of PLAs.
This power consumptiorcanalsobecurbedby gatingtheclocksof PLAS
which arenot utilized during a given computation.Also, pover andde-
lay canbe effectively tradedoff in our PLA designstyle (resultsof this
experimentareexcludedfor brevity). Finally alternatie fabricsutilizing
unatePLAs canbeusedto reducethe power consumption.

To estimatethe effectof crosstalkoetweerliteralsof neighboringvari-
ablesin the PLA, we simulateda PLA with k = 40. Let |; bealliteral of
variablex;, andl;;1 bealiteral of variablex; 1. Assumel; andlj,; are
separatedy a blank track. In this situation,thereis a 1:1.0156delay
variationfor |;, dependingon whetherlj 1 switchesin the oppositeor
similar direction. This delayvariationis smallenoughto bedisregarded.

Thereasorwhy PLAs resultin very favorableareaanddelaycharac-

Routing
Channel

PLA
Layout

Figure7: PLA outputdriver layout

teristicscomparedo a standarctell layoutarethefollowing:
e First, PLAs implementtheir logic functionin 2-level form, which re-
sultsin superiordelay characteristicaslong ask is bounded. On the
otherhand,in a standarccell implementationgconsiderablealelayis in-
curredin traversingthe differentlevels (i.e. gates)f thedesign.
e In the PLA implementationscheme Jocal wiring is collapsedinto a
compact-level core,which is naturally crosstalk-immuneHencelocal
wiring delaysarereduced.
e In DSM processest is oftenstatecthata large partof a signals delay
is attributableto globalwiring. Methodsto tacklethis includeup-sizing
of drivers,andbuffer insertion.
— Sizingof PLA outputdriversis easilydonewith no PLA areapenalty
Thisis becauseutputdriversareplacedin theroutingareaasillustrated
in Figure?.
— A signalcanbe bufferedin the DWF with no areapenalty sincethe
VDD andGND signalsrequiredto constructa buffer areavailableon ei-
thersideof thesignal. Figure®6 illustratesthe insertionof a buffer in the
routingregion (which utilizesthe DWF).
e Devicesin the PLA coreareminimum-sizedgiving riseto extremely
compactayouts.Suchis notthe casefor standarctell layouts.
e In our PLA core, NMOS devices are usedexclusively. As a result,
devicescanbe placedextremelyclosetogether However, in a standard
cell layout,bothPMOSandNMOS devicesarepresenin eachcell, and
the PMOS-to-NMOSdiffusion spacingrequirementesultsin a loss of
layoutdensity

Thefactthatthe IBM Gigahertzprocessor[#utilizestwo-level PLAs
to implementcontrollogic is furtherevidencethat PLAs arean effective
logic implementatiorstyle for high-performancelesigns.

2.3 Network of PLAs

Having discussedhe characteristicof a single PLA, we now discuss
how anetworkof PLAs s constructed.

Sincethe PLAs in our designare pre-chaged,we needto ensurethat
theinputsto ary PLA settlebeforeits evaluationbegins. A network of
PLAsis correctiff eachPLA in this network satisfieghis constraint.

Definition 1 ThePLA dependencgraphG(V, E) of a networkof PLAs
is a directedgraphsud that

e V={vy,v,---,vr }, whee ead vertex v; correspondgo a unique
PLAn the network.

¢ (v, vj) € Eiff anoutputof PLA pj is aninputto PLA p;.

It is easyto seethatif the PLA dependencgraphhasacycle,thenthe
correspondingietwork of PLAs is notcorrect.For acorrectnetwork, we
needto ensurethatthe PLA dependengcgraphis agyclic, andalsothat
the evaluationof PLA p begins only after the evaluationof the slowest
PLA g, suchthat(q, p) € E. Thissuggestsa self-timed12] designstyle.
For this reasoneachPLA q generatesn additionalcompletionsignal,



PLA implementation StandardCell Ratios
Example [ n [ m | k D | A [ P D | A [ P D | A [ P
cmb 16 4 15 160.3 | 53.3k 5.32 300 | 159.8k [ 6.15 0.534 | 0.334 | 0.864
cu 14 11 19 189.1 69.5k 4.84 420 186.5k 4.24 0.450 0.373 1.140
X2 10 7 17 164.8 | 45.3k 4.23 290 | 136.8k | 1.82 0.568 | 0.331 | 2.324
z4ml 7 4 59 200.5 | 95.2k | 10.28 575 | 1183k | 3.17 0.349 | 0.805 | 3.243

Table2: Comparisorof StandardCell andPLA implementatiorstyles

which gatesthe evaluationclock of the appropriatePLA p. Giventhe
regularity of thePLA structuretheworstcasedelayof eachPLA is easily
known, andcorrespondso thedelayof asingleoutputdevice dischaging
amaximallyloadedoutputline. This completionsignalis generatedvith
an overheadof one additionalword line and one additionaloutputline
in eachPLA. Additional timing mawin is obtainedby downsizing the
outputdriver of the completionsignal.

2.4 Synthesisof a Network of PLAs

Problem Definition: Given an arbitrary combinationallogic circuit C,
find adecompositiorof C into anetwork N of PLAS, subjectto :

o thenetwork N is correct.

e eachPLA hasaheightno largerthana specifiedmaximum,H.

e eachPLA hasawidth no largerthana specifiednaximum,W.

Algorithm 1 outlinesour decompositiorstrateyy. We begin by per
forming technologyindependenbptimizationson C . Next, we decom-
poseC into a network C* of nodeswith at most p inputs. Now C* is
sortedin depth-firstmanner The resultingarray of nodesis sortedin
levelizatiort order andplacedinto anarrayL.

Now we greedily constructthe logic in eachPLA, by successiely
groupingnodesfrom L suchthat the resultingPLA implementationof
thegroupednodesN* doesnot violate the constraintof PLA width and
height. This checkis performedin the ched_PLA routine, which first
flattensN* into a two-level form, P. It thencalls espesso[13] on the
resultto minimize the numberof cubesin P. Next, ched_PLA calls a
PLAfolding routinewhich attemptdo fold theinputsof P soasto imple-
mentamorecomple« PLA in thesamearea.Finally che&k_PLA ensures
thatthe final PLA, after folding and simplificationusing espessg sat-
isfiesthe maximumwidth and heightconstraintsespectrely. If so,we
attemptto include anothermnodeinto N*, otherwisewe appendthe last
PLA satisfyingthe heightandwidth constraintgo theresult.

The get_next_elemen routinereturnsnodesin the fanoutof the nodes
in N* (in anattemptto reducethe wiring betweenPLAs), provided that
the inclusion of sucha nodeinto N* would not resultin a cyclic PLA
dependencgraph. If suchnodesare not available,the first un-mapped
nodefrom L is returned.

Notethatthis algorithmdoesnot attemptto ensurethatthe maximum
delay betweenary PI-PO pair is bounded. As a result, it sometimes
returnsa network with delayslargerthanthe correspondingtandarcell
implementationHowever, on averagethedelayof thenetwork it returns
is muchbetterthana standarctell implementatior{seeSection3).

We implementedour algorithmin SIS [7], and performedextensve
benchmarkingf the PLA network decompositiortode.We foundthata
goodchoiceof parametersvasp =5, W =50to 70, andH = 15to 25.
IncreasingH beyond 30 did not usuallyresultin a reductionin the total
numberof PLAs generated Folding the PLAs resultedin a decreasef
between20% and50% in the total numberof PLAs requiredfor a net-
work. Our PLA Folding algorithmfolds only PLA inputs. It constructs
alist of candidateso fold, andthenassignsa heuristicfigure of meritto
eachcandidate.This figure of merit awardsfolds thatallow subsequent
folds to proceedwithout hindrance.

4Primaryinputsareassignech level 0, andothernodesare assigned level which is one
largerthanthe maximumlevel of all their fanins

Algorithm 1 Decompositiorof a Circuit into a Network of PLAs

C = optimize.networkC)
C* = decompossmetworkC, p)
L = dfs.andlevelize.nodesC*)
N*=0
RESULT =0
while getnext-element() != NIL do
N* = N* U getnext_element{)
P = makePLA(N*)
if check PLA(P,W,H) then
continue
else
Q =remove_lastelementl*)
RESULT =RESULT U N*
N*=Q
endif
endwhile
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Figure8: Viaswith andwithout Borders

We verified functional correctnes®f the resultingnetwork of PLAs,
attheendof thedecompositiorstep.

2.5 Placingand Routing a Network of PLAs

Placemenandroutingis performedusingbetweer2 and6 routing lay-
ers. For 2 routing layers,we utilize toolsthatareavailablein the public
domain.For the otherexperimentswe usecommerciallyavailabletools.

Routingwithin the constraintof the DWF is easilyachiezed by mod-
ifying therouting pitch valueof the routerto betwice thatusedfor non-
DWF routing.

Two Routing Layers: The synthesizednetwork of PLAs was
placedusing a simulatedannealing-baseBPGA placementool called
VPR[14]. Sincethe PLAs in our designhave approximatelythe same
size, the problem of placing PLAs is similar to the FPGA placement
problem.HenceVPRis agoodchoice.The placedresultis routedusing
wolfe®.

We alsoassumehatall vias have borders. Figure8 illustratesa bor
derlessvia in comparisorto avia with borders.

Thestandardtell designflow wasdescribedn Section2.2

Mor ethan Two Routing Layers:

The synthesizechetwork of PLAs was placedand routed using the
SEDSM-5.1[15] toolsetfrom CADENCE.Placementvasperformedus-
ing the QPLACE tool within SEDSM-5.1.Routingwasperformedusing
the WARP arearouter which canuseup to 6 metallayersfor routing.
Within this flow, we usebetween3 and 6 metallayersto routethe de-

5Globalroutingis performedusing TimberWslfSC-4.0[9], while detailedroutingis per
formedusingYACR[10]



signs.Weassumehatall viasareborderless Modernfabricationprocess
usuallyutilize borderleswias.

Thestandaratellsusedfor theseexperimentsvereoptimizedto work
with the CADENCEtools,andwereprovidedwith the SEDSM-5.1pack-
age.Therewerell cellsin thelibrary we usedandthesecellswerelog-
ically equivalentto thoseusedin the experimentswith 2 routing layers.
Eachpin of thesecellshadseveralpossiblecontactocationsavailable,to
enablesasietrouting. Also, rows of standaraellsareflippedandalutted
sothattheir power and groundbuseswere shared resultingin reduced
circuitarea.

3 Experimental Results

We basedhe experimentalresultsin this paperon the “strawvman” pro-
cessechnologyreportedn [2]. Thisin turnused[16] andthe Sematech
procesgechnologypredictions[17] to comeup with processingparam-
etersfor severalupcominggenerationsFor this paper we assumea 0.1
pm processingechnologywith copperlinterconnectandalow-K dielec-
tric.

Tables3 and4 describeresultsusingtwo metallayersto performrout-
ing. The areaand delay characteristic®f our network of PLAs based
designmethodologyare shavn in Table3. This table describeghe re-
sultsfor a seriesof benchmarkscomparingthe areaof a standardcell
implementation(column2), andour approachcolumn3). All areasare
in units of squaremicrons. Column4 reportsthe ratio of column3 to
column2. Two layersof metalareutilized to achieve therouting.

Also reportedis the total delay (in picosecondsdf the standardcell
implementation(column5), andthat of our approach(column6). The
ratio of thesetwo delaysis shavn in column?.

Delaysfor the standardtell implementatiorwereobtainedby running
theexacttiming analysig18] techniqueonthemappechetlist. Thistech-
niguelogically eliminatesfalsepaths,soall delaysaresensitizable For
our approachwe computedthe worst casedelaysof eachPLA in the
network usingSpice[6], asdescribedn Section2.2. Thenwe foundthe
worst casedelay pathfrom ary primary input to ary primary outputin
the PLA network by traversingthe network of PLAs in DFSorder It is
possiblethata delay quotedfor our schemes not sensitizableandthat
therealdelayis lower.

We notethatover all theseexamplesthe areaoverheadf our method
wasa mere2.4%. This is in spite of the fact thatthe DWF is usedin
the routing areabetweenPLAs, but not usedin the standardcell case.
Also, thedelayof our approactis approximatelyl 5% betterthanthatof
a standardcell implementation. Someexamplesresultin much higher
delaysfor the network of PLAs style. This is attributedto the fact that
our decompositiorroutine doesnot attemptto control the delay of the
network, but ratherattemptgo reducewiring betweerPLAs.

Table4 reportsthe areaandtiming resultsfor the conditionin which
theroutingof thenetwork of PLAs s performedatminimumpitch (utiliz-
ing 2 metallayersfor routing). In casecross-talkwasnotaconsideration
andwiring did notneedto be performedusingthe DWF, thenthis would
be the areaandtiming comparisorof the Fabric3methodologyagainst
thestandarccell basednethodology

In Table4 we noticethatthe averagearearequiremenof the network
of PLAsis significantlyreduceccomparedo the standarcell basedm-
plementationThis is asexpected sincethe network of PLAs methodol-
ogy implementdogic in avery densefashionasdetailedin Section2.2.
Also, the timing of the network of PLA implementationis on average
aboutl16% betterthanthatof the standarccell implementationThis im-
provementis very similar to thatreportedTable3.

ExampleC3540exhibits a large areapenalty andwe conjecturethat
this is dueto the factthatit implementsan ALU with control. Arith-
metic circuits typically do not have good PLA implementationsunless

encodingof inputs[19] is performed. We plan to investigateencoding
techniquesn thefuture.

Il Il Area Il Timing Il

| Example [| StdCell [ Ntkof PLA | Ratio [| StdCell | Ntkof PLA [ Ratio [|
C432 1971.67 2628.89 1.338 2326.4 2237.1 0.962
C499 4901.00 3868.22 0.789 1861.5 1575.8 0.847
C880 4337.67 5295.33 1.221 2007.5 1587.3 0.791
C1355 6346.89 7248.22 1.141 2688.4 1890.7 0.703
C1908 6835.11 10271.44 1.502 2203.9 3235.6 1.468
C2670 20974.78 15604.33 0.744 2388.3 2244.6 0.940
C3540 18101.78 39677.44 2191 3324.3 4385.5 1.319
alu2 4093.56 2929.33 0.717 2528.3 1758.2 0.695
apx6 13613.89 8656.56 0.636 1332.4 1011.2 0.759
count 1220.56 694.78 0.564 2029.7 568.0 0.280
decod 375.56 225.33 0.567 330.4 184.3 0.558
pcle 507.00 469.44 0.925 1285.7 334.5 0.260
rot 13651.44 11454.44 0.838 2256.1 2110.8 0.936
pair 36147.22 41761.78 1.166 1951.9 2660.2 1.363
AVERAGE 1.024 0.848

Table3: LayoutAreaandTiming (PLAs routedusingDWF)

Il Il Area Il Timing Il
| Example || StdCell [ NtkofPLA | Ratio [| StdCell | Ntkof PLA [ Ratio [|
C432 1971.67 1765.11 0.895 2326.4 1791.4 0.770
C499 4901.00 2873.00 0.586 1861.5 1520.1 0.817
C880 4337.67 4037.22 0.931 2007.5 1761.4 0.877
C1355 6346.89 6853.89 1.080 2688.4 1919.1 0.714
C1908 6835.11 7548.67 1.104 2203.9 2785.3 1.264
C2670 20974.78 11923.89 0.568 2388.3 2361.7 0.989
C3540 18101.78 30326.11 1.675 3324.3 4529.8 1.363
alu2 4093.56 2234.56 0.546 2528.3 1235.3 0.489
ap6 13613.89 5933.78 0.436 13324 1236.9 0.928
count 1220.56 563.33 0.462 2029.7 568.0 0.280
decod 375.56 169.00 0.450 330.4 184.3 0.558
pcle 507.00 300.44 0.593 1285.7 319.0 0.248
rot 13651.44 8506.33 0.623 2256.1 2093.2 0.928
pair 36147.22 24918.11 0.689 1951.9 2900.2 1.486
AVERAGE 0.760 0.837

Table4: LayoutAreaandTiming (PLAs routedat min. Pitch)

[[ Layers [ PenaltyDWF) [ Penalty(noDWF) ]

2 1.024 0.760
3 1.081 0.787
4 1.018 0.794
5 1.015 0.801
6 1.005 0.811

Table5: Averagel ayoutAreaPenaltyusingMultiple RoutingLayers

Table5 reportstheaverageareapenaltyusingour approachasafunc-
tion of the numberof routing layersused. The resultsrepresenthe av-
erageareapenaltyfor the 14 benchmarlcircuits. The penaltieseported
in column2 correspondo thecasewheretheroutingareabetweerPLAs
utilizesthe DWF. In column3, no DWF is utilized. The resultsfor the
row representin@ routing layerscorrespondo the averageareapenal-
tiesreportedin Tables3 and4. For all thesecasesthe averagetiming
improvementwasabout15%.

Theseresultsshav that our approachworks well regardlessof the
numberof metallayersutilized to performrouting.

For the beststandarctell implementatiorof C3540acrosshe experi-
mentsinvolving 2, 3, 4, 5, and6 routinglayers the semi-perimeteof the
layoutwas24Qum. For this length,the delayvariationdueto cross-talk
was simulatedusing SPICE[f, anddeterminedo be 3.45:1. The cor
respondinglelayvariationfor the DWF was 1.07:1. This assumedhat
driversare3x minimum,implementedn a 0.1um process.Evenif the
driversweresizedup® in astandardell baseddesign thedelayvariation
still remainssignificant. For example,using60x minimum driversstill
resultsin adelayvariationof 1.22:1.

6Usingalargerdriver resultsin lower delayvariationdueto cross-talk



4 Conclusionsand Futur e Work

We have presentea designmethodologyfor usein DSM IC design.In
this methodology we decomposehe original circuit into a network of
PLAs of boundedwidth andheight,which we placeandroutewithin a
regularlayoutfabricasin [2]. Theadvanta@esof our methodareasfol-
lows:

e High speed.EachPLA is shavn to be on average2.1x fasterthanits
correspondingtandardell baseccircuit implementation Also, the net-
work of PLAs s aboutl5%fasterthanthe standarctell implementation
of thesamenetlist.

e Low areaoverhead. Over a seriesof examples,we shav that our
schemehasan areaoverheadof about3%. This is in spite of the fact
thatthe DWF is usedin the routing areabetweenPLAs, but not usedin
thestandardell case.Eachindividual PLA is shavnto be2.17x smaller
thanits correspondingtandarcell basectircuitimplementation.

e Areaoverheadsandtiming improvementsare shavn to be largely in-
dependenof thenumberof routinglayersutilized to routethe design.

e Elimination of cross-talkand signalintegrity problemsthat are com-
monin DSM designs . Theresultingimplementations highly reliable.

e Paver andgroundroutingis doneimplicitly, andnotin a separatetep
in the designmethodology Paver andgroundresistancesrevery low
andvary muchlesscomparedo the pover andgrounddistribution used
in the standaratell methodology

e Variationsin delay of a signalwire due to switching actiity on its
neighboringsignalwiresis lessthan1.02:1,comparedo a 2.47:1varia-
tion usingconventionallayouttechniquegasdescribedn [2]).

e Smalleranduniforminductancesor all wiresonthechip,comparedo
largerandunpredictablevaluesusingthe existing layoutstyles.

e Rapiddesignturn-aroundime dueto highly regularstructuresandreg-
ular parasitics.

o With anetwork of PLAS, thereis a directrelationshipbetweerthe cost
functionbeingoptimizedfor duringsynthesisandthe PLA implementa-
tion, sincethereis no interveningtechnologymappingstep. This helps
ensurehatbenefitsdueto synthesisoptimizationsarenotlostin theim-
plementatiorstep.

e Techniquedor wire removal usingmulti-valuedSetsof Pairs of Func-
tionsto be Distinguished SPFDs)have beenimplemented20]. Binary
valuedSPFDswerefirst introducedin [21], andadaptedor usein logic
networksin [22]. Multi-valuedSPFDscanbe usedto performwire re-
movalin thePLA network. Preliminarywire removal resultsusingbinary
SPFDsshav upto 20%reductionin circuit area.

We believe thatthis techniquewill significantlysimplify the designof
chipswith minimumfeaturesizesin the DSM range.

In the future, alternatve unatefabricswill be pursuedasa meansto
reducethe power consumptionof the PLAs. Inductive and capacitve
characteristicef suchfabricsarebeingstudied.We alsoplanto experi-
mentwith theideaof relaxingthefabricrestrictiononlower metallayers,
while ensuringthatrouteson theselayersareshort. Efficient methodgo
decompose logic netlistinto a network of PLAs will alsobe pursued,
suchthatthedelayof thenetwork of PLAs, aswell asthewiring between
PLAsis minimized.In general PLAs maynotbesuitablefor designghat
have inherentmulti-level logic structures.Arithmetic circuits areexam-
ples. To addresshis, [19] shaved thatencodingof PLA inputswasan
effective techniqueao reducehenumberof termsin PLASs, especiallyfor
arithmeticcircuits. Thiswill beinvestigatecaswell.

Currently our approachaddressesombinationalcircuits. It canbe
extendedto handlesequentiatircuitsaswell, usinganapproactsimilar
to [23, 24].
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