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Abstract— Sub-micronfeaturesizeshave resultedin a
considerabl@ortionof powerto bedissipateanthebuses,
causinganincreasedttentionon savingsfor power atthe
behaioral level and RT level of design. This paperad-
dresseghe problem of minimizing power dissipatedin

switchingof the busesin datapathsynthesis.Unlike the
previous approache@ which minimization of the power
consumedn buseshasnotbeenconsideredintil operation
schedulings completed,our approachintegratesthe bus
binding probleminto schedulingto exploit the impact of

schedulingon reductionof power dissipatecon the buses
morefully andeffectively. We accomplishthis by formu-
lating the probleminto a flow problemin a network and
devisinganefficientalgorithmwhich iterativelyfindsmaxi-
mumflowof minimunmcostsolutionsn thenetwork. Exper

imentalresultson a numberof benchmarlproblemsshov

that given resourceand global timing constraintsour de-
signsare22%power-efficientoverthedesigngproducedy

a random-mee basedsolution, and 18% power-efficient
overthedesigndy aclock-stepbasedptimalsolution.

1 Introduction

The adwent of portabledigital devicessuchaslaptopper
sonalcomputershasmadelow power CMOS circuit de-
sign an increasinglyimportantresearcharea. For exam-
ple, laptopcomputershave limited batterylife, andsothe
circuitry in the computemustbe designedo dissipateas
little power aspossiblewithout sacrificingperformancen
termsof speedlt hasbeenshawvn [1] thatadominantpor
tion of power dissipationin digital CMOS circuitsis due
to thedynamicpower, expressedelow:
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where C; is the output capacitancef the i-th gate, V,
is the supplyvoltage, f; is the frequeng of transitionsat
nodei, andN is thetotalnumberof gatesonthechip. Note
thataspointedoutin [2] C; valuesfor long busesare of-
tensignificantlyhigherthanthe C; valuesfor gates.Con-
straintson limited silicon areaforce signalsfrom module
componentso be multiplexed ontoa singlebusline. Mul-
tiplexing differentsignalsontothe highly capacitve buses

leadsto increaseswitchingactiity, causingheincreasef
power dissipation(about40%of the on-chippower 3, 4]).
Consequentlyin bus-basedlatapath synthesist is very
importantto reducepower consumptiorby minimizingthe
factord C; f;. Thismotivatedusto investicatemethodgo
reducepower dissipationon the highly capacitve busesat
anearlystageof designprocess.

Most of high-level synthesissystemgerformschedul-
ing of the control and dataflow graph (CDFG) before
allocationof the functional units and registerssincethis
approachprovides timing information for allocationand
binding tasks. Further for a bus-basedRTL design
bus allocationand binding are generallyperformedafter
scheduling.Changand Pedram[5] proposeda technique
for reducingpower consumptiorduring the registerallo-
cationandbinding. They [6] alsoproposecdh techniqueof
reducingpower consumptiorduring the binding of func-
tionalunits. The problemis formulatedasmax-cosimulti-
commodityflow problemandsolwe it optimally. Sincethe
multi-commaodityflow problemis NP-hard they restricted
thedomainof thefunctionalunit binding problemto func-
tionally pipelined designswith a short lateny. Raghu-
nathanand Jha[7] have usedan iterative improvement
techniquefor schedulingand moduleallocationbasedon
switchedcapacitancenatrices.However, all of the above
approachesssumed point-point RTL architecture,and
have nottakeninto accounthe power dissipationon inter-
connections.

Thereare mary researchesvhich have addressedhe
problemof minimizing the switching actiity on buses.
Pandaand Dultt [8] have tried to reducepower in mem-
ory intensve applicationdy minimizing transitionson the
(off-chip) memoryaddresshuses. They reducedthe ac-
tivity on the memoryaddresshusesby analyzingthe ac-
cesspatternsof behaioral arraysin the specificatiorand
organizing the arraysin memory Variousbus encoding
schemege.g.,[2, 9] have beenproposedo decreasehe
numberof transitionsat input/output(l/O) (off-chip) bus
transitions.DasguptandKarri [10, 11] have proposedal-
gorithmsfor schedulingandbindingin orderto minimize
(on-chip)databustransitions.Thealgorithmwasbasecdn
asimulatedannealingprocess.



The bus optimizationapproachpresentedn this paper
is intendedo overcomesomeof thelimitations of the pre-
viousapproachesThekey featuresare: (1) In previousap-
proachesbusbindingis performedat a later stageof data
path synthesis,mainly after scheduling. This would re-
sultin alessflexibility in optimizingbusswitchingactivity.
Sincetheamountof busactiity is animportantcostmea-
sureof pawerdissipationpur algorithmperformsschedul-
ing and bus binding simultaneouslyso that the effects of
schedulingon bus activity are exploitedmore fully and ef-
fectively; (2) Contraryto the previousintegratedschedul-
ing and biniding approachesn which estimationof the
amountof switchingactiity on busesis calculatedbased
onsimpleintuitionsor heuristicspur algorithmcalculates
thebusactivitynearoptimally! in polynomialtimeby solv-
ing a networkflow problem. In addition,to speedup the
calculationof busactuity for alocalchangeof scheduling,
we devisea medanismof evaluatingthe networkflow in
a partial andvery limited way while producingan almost
optimalcomputation.

2 Preliminaries

The total power dissipatedon a busis proportionalto the

switchingactivity onthebus[12]. Further the switching
actuity is anindicatorof signaltransitionson thebit lines

of the bus. Consequentlyminimizing the numberof sig-

nal transitionson a bus is equialentto reducingthe total

power dissipatedon the bus. The signal switchingactiv-

ity on eachbit line of a busis changingaccordingto not

only thedatatransferdmplementedn the bushbut alsothe

sequencef the datatransfers. Note that schedulingde-

terminesthe setof datatransferavhich areto be executed
ateachclock cycle. However, it doesnottell whichbusa

datatransferwill useat thatclock time. Bus binding as-
signsthe schedulediatatransfergo the buses generating
a completesequencef datatransfersto be implemented
on eachbus.

We usea probabilisticmodelto measurehe switching
actiity on abus. Let SW*(z,y) be the expectednum-
ber of bit lines of bus & thattogglewhendatatransferse
andy aresuccessiely implementedn the bus. Then,the
problemwe wantto solwe is to scheduleoperationgthus,
schedulalatatransfersandbindthedatatransfergo buses
in away to minimizethe quantityof

sw-y >

Vk of buses Y(xz—vy) transitions on k
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Thesignalvaluesa datatransfercarriesduringrepeated
executionof a CDFGcouldbedifferent.Let SW (z, y) be
the averagenumberof bit transitions(i.e., Hammingdis-
tance)whendatatransfersr andy aresuccessiely imple-
mentedon a bus. The valueof SW(z,y) for every pair

INote thatthe optimality is in termsof average bus activities. Thus,
computingoptimally doesnot necessarilyneancomputingaccurately

of datatransfersin the (unscheduledCDFG can be ob-
tainedby repeatedsimulationof the CDFG; For eachset
of typical valuesof primaryinputsignalsin the CDFG, the
signalvaluesof all datatransfersin the CDFG are calcu-
lated by simulatingthe CDFG. From the signalvaluesof
thedatatransfersthe hammingdistancefor every ordered
pairof datatransferds calculated.This processepeatsor
a sufficiently large numberof times. Then, the value of
SW (z,y) becomeghe averageof the hammingdistances
between: andy. Figurel(a)shavsanunschedule€DFG
wherevariablea’ andd’ arecyclic variablesandbecomes
variablesa andb in the next iterationinstanceof the loop,
respectiely. We assumehebit-width of eachvariableis 8.
Table1 shows the SW(z, y) valuesfor the datatransfers
in Figurel(a). For example,SW (a, b) = 3.9indicateshat
on average3.9bit linesout of 8 togglewhenabuscarries
signalsa andb successiely.
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Figurel: (a) A CDFGwith 8-bit datasize. (b)-(d) Possible
schedulegor (a).
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Tablel: SW(z,y) valuesfor the CDFGin Figurel(a).

Figures1(b)-(d) shav three possibleschedulesf the
CDFG in Figure 1(a) whenthe global timing is 3 clock
stepsandtwo addersareavailable. We assumehat every
operationtakesoneclock time to execute.

Figure2(a) shavs the setof datatransferswvhich areto



be executedat eachclock step. For example,schedulel
performsdatatransfers, b, c andd atclock stepl, b ande
atclockstep2,andb, ¢, f andg atclock step3. Thedotted
backward arrov representgxecutionof the next iteration
instanceof schedulel. Fromthe scheduleit is foundthat
atleastfour busesareneededo implementthe datatrans-
fers. Figure 2(b) shavs an exampleof assigningthe data
transfersscheduledy schedulel to four buseswherebus
1 carriesa atclockstepl, a atclockstep2, g atclock step
3, andthena at clock stepl of the next iterationinstance
(i.e., a’ atthe currentinstance)andso on. Consequently
SW valueonbus 1, SW! = SWl(a,a) + SWi(a,g) +
SW1(g,a') =0+ 2.8+3.2=6.0.In thiswaywe cancom-
pute SW?2 = SW?2(b,b) ++ SW?2(b,b)+ SW2(b,b') =0+
0+3.1=3.1,SW3=0,andSW*=11.0.Thus,SW =6.0
+3.1+0+11.0=20.1

a—a—9¢
e bus 1
A\ |
- b—b—0>b
{a.b. ¢, d} e bus 2
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. {b, e}
: L v__? bus 3
L_{C' b, 1, g} _]J bus 4
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Figure2: (a) Thescheduleof datatransferdy schedulel.
(b) An exampleof busbindingfor (a).

For a given schedulave calculatethe valueof its opti-
mum SW (called SW°Pt) by using an exhaustie search
for bus binding. The valuesof SW°Pt areshown in Fig-
ures1(b)-(d). The big differencebetweerthe STt val-
uesof the schedulestrongly suggestghat bus optimiza-
tion for low power musttake into accountduringschedul-
ing. In fact, our algorithmexploresevery possiblesched-
ule which essentiallyleadsto find an optimal or close-to-
optimalbusbinding. This is accomplishedby formulating
the problemasa network flow problemfor eachinstance
of scheduleandevaluatingit accuratelybut efficiently.

3 BusOptimization for L ow-Power

3.1 An Overview

Our algorithmof bus optimizationfor low-power consists
of two phases(1) aninitial phasewhich producesanini-
tial solutionof schedulingand bus binding, and (2) a re-
finemenphasewhich iteratively improvestheinitial solu-
tion by reschedulingandrebinding. Given global timing
andresourceconstraintstheinitial phaseof our algorithm
produces scheduldor the CDFGby usinga cornventional
schedulingalgorithm. Bus binding for the datatransfers
in the schedulas performedby emplgying a network flow

methodwhich minimizesthe costof SW in Eq. (2). For
every possibldocal move of operationgor reschedulghe
network correspondindo the initial schedules partially
updatedo reflecttherescheduleThen,we applythe min-
imumcostaugmentatiormethod13] to a local sectionof
the network, anddeterminethe amountof the changebe-
tweenSW valuesbeforeandaftertherescheduling.

Bus_Opt: Algorithm for Bus Optimization
e SetSW (z, y)s by simulatingCDFG;
e ScheduleCDFGusinga corventionalschedulingalgorithm;
e Derive anetwork from the scheduledDFG; (Sec.3.2)
e Getaninitial busbinding;(Sec.3.3)
e Setmin_cost to SW of theinitial binding;
o Setbest_sch_bind to theinitial scheduleandbind;
repeat
e Setcurr_cost t0 min_cost;
e Setcurr_sch_bind to best_sch_bind,
while (thereis a“movable” operations)
e ComputeASW optimally for eachmove; (Sec.3.4)
e Rescheduldy the move with thesmallestASW;
if (currentSW > min_cost)
e Setmin_cost to thecurrentSW cost;
e Setbest_sch_bind to the currentreschedulendbind;
endif
e Lock theoperatioratthemove;
endwhile
until (best_schedule_bind is unchanged)
e Returnbest_schedule_bind;

Figure 3: The proposedalgorithm for simultaneous
schedulingandbusbinding.

The flow of our algorithm is describedin Figure 3.
An operationwhich is scheduledat clock stepsi is called
“movable” (i.e., reschedulablefo anotherclock stepj if
schedulingthe operationat j; doesnot violate the timing
andresourceconstraintsFor every movableoperationthe
amountf increase/decreasé ST is computedSec.3.4)
in the while-loop Among the operationsthe operation
with the largestdecreasef SW is selectedandresched-
uledto thecorrespondinglock step.Oncetheoperations
rescheduledit is locked at that clock stepduring the rest
of the executionof while-loop

3.2 TheNetwork Flow Formulation

Let OP(i) and DT (i) denotethe setsof operationsand
datatransfersvhichareto be performedat clock stepi, re-
spectvely. A network G = (NN, A) is adirectedgraphwith
asetof nodesN andasetof arcs(directededges)A. Note
that our formulationis structurallysimilar to that usedin
[6]. However, the mainfeatureof our work is how to uti-
lize theformulationefficiently in the context of reschedul-
ing andrebinding.Let usfirst considetto modelintra tran-



sitionsof datatransfes? in GG. For n total datatransfersn

theCDFG, N has2n nodesjwo for eachdatatransferand
additionaltwo nodess andr wheres is calledthe source
andr calledthe sink of thenetwork. Thenodesotherthan
thesourceandsink arearrangedertically accordingo the
clock stepsatwhichthecorrespondinglatatransfersareto

beexecuted Thenetwork insideof thebox ontheleft-side
in Figure 4 shows the G (excepts andr) for the intra-
transitionsof the scheduledDFGin Figurel(b).

network for intra-transitions
DT(1)

DT(2)

network for inter-transitions

Figure4: Network modelfor datatransferdn Figurel(b)

The two nodescorrespondingo a datatransferare
groupedn adottedcircle asshowvn in Figure4, wherethe
arcbetweerthemwith capacityl ensureshatat mostone
datatransferis boundto a bus at a clock step. Nodes is
connectedo every nodesat thefirst columnof datatrans-
fersin G andnoder is to every nodeat the last column.
Thearcsbetweemodesdn differentcolumnsin GG areclas-
sifiedinto two types:

1. short arcs. are the oneswith solid lines in Figure 4.
Thesearethe arcsfrom a nodein a columnof G to
every nodein the next column. Thearcfrom nodezx
in columns to nodey in columni + 1 representshe
changeof signalvaluesin abuswhendatatransferse
andy areperformedsuccessiely.

2. longarcs. arethe oneswith dottedlines in Figure 4.
The total numberof busesto be usedis boundedby
themaximumnumberof datatransferghatshouldbe
performedconcurrently Thisimpliesthatattheclock
stepswhenthe maximum(concurrentdatatransfers
areto be executedall busesshallbe usedwhile atthe
otherclock stepssomeof the busesshallbeidle. The
long arcsin the network ensuresucha busutilization.
For example,in Figure4, selectingarc! in a solution

2An intra-transition refersto a consecutie execution of two data
transfersn the sameiterationinstanceof the CDFG. Otherwisethe exe-
cutionis calledaninter-transition

tellsthatabusimplementglatatransfera atclockstep
1,idlesatclock step2 and f atclock step3.

The capacityis 1 for every arcin A. The costof each
arcincidenton s andr is 0. Let SW™ and SW™"
be the maximumand minimum amongthe valuesof all
SW (i, j)s,respectrely. CostC(z, y) to beassignedo the
arcfrom a nodeof datatransferz at columnt1 to a node
of datatransfery atcolumni¢2 is definedas

C(z,y) = SW(z,y) — (2- SW™ — SW™™)  (3)

Theterm?2 - SW™mar — SJymin ensures maximumflow
of minimum costsolutionin G to cover every node. In
otherwords,for two differentflows,z — y — z andz —
z, our network flow formulationwill selectzr — y — =z
sinceits flow costis alwayslessthanthe costof the other
This constrainis provensimply by shaving theinequality
relationC(z,y) + C(y,z) < C(z,2).2 Further from the
fact that every feasiblemaximumflow of minimum cost
solution which satisfiesthe triangularinequality relation
hasthe sametotal numberof transitionflows (i.e., arcs),a
maximumflow of minimumtotal costof Eq. (3) solution
alsobecomesamaximumflow of minimumSW of Eq.(2).

To take into accountinter-transitionsof datatransfers,
the network is thenextendedto includean additionalcol-
umnof nodesasshavn in thebox on theright-sideof Fig-
ure4. Thedatatransferof thenodesarethesameasthose
in thedatatransferof thefirst columnexceptreplacinghe
nodesof cyclic datatransfersvith new nodes.

3.3 Thelnitial BusBinding

Given the network flow model constructedrom an ini-
tial schedule we apply the minimumcost augmentation
method13] to generataninitial bindingof thedatatrans-
fers. Eachflow pathof the solutioncorrespond$o the se-
quenceof datatransfersto beimplementedn abus. Fig-
ure 5 shows the setof flow pathswith a minimum SW.
Sincethe CDFG is executedrepeatedly there might be
someinvalid flow paths.In Figure5 flow pathsa — e —
g — dandd — f — a areinvalid sincethe lastdata
transfersof the paths(which is alsothefirst datatransfers
in the next iterationof the CDFG execution)mustbeiden-
tical with thefirst datatransfersof the paths.

We resole the conflict of flow pathsby locally chang-
ing the path. Figure5(b) shavs two conflictingflow paths
of Figure5(a). Let permutecost(i)is definedto bethein-
creaseof SW costwhenthetwo flows betweercolumnsi
andi+1 of thenetwork in theflow pathsareswitched.For
example, permutecost(1)= 3.9 meansthat the new two

3Supposedatatransfersz, y and z are the nodesat columnst1,
t2 andt3 (t1 < t1 < t3)in G, respectiely. Then, C(z,y) +
C(y, 2)-C(z,2) = SW(x,y) - (2- SW™Me — STY™in) + STV (y, 2)
- SW(z,2z) = -(SW™ma= — SW(z,y)) - (SW™® — SW (y, z)) -
(SW (z, z) — SW™in) < 0.



flowpathsa — d — f — o’ andd — e — g — dhave0.2
moreswitchingcostthanoriginal pathsa — e — g — d
andd — d — f — a' have. For every pair of invalid
flow pathsin which the first datatransferof a path and
the last datatransferof the other path are identical, we
perform suchflow switches,and calculatethe valuesof
permutecost(i) Then, we selectthe pair with the least
increaseof permutecost(i) andswitchthe corresponding
flows. In Figure5(b), the secondflows of the pathsare
switched resultingin new valid flow pathsa — e — f —
a’andd — d — g — d.

d d f a’
permute_cost(i) #3.9 +0.2 +0.7
(b)

Figure5: (a) Network flow solutionfor theexamplein Fig-
ure4. (b) Resolvingtheflow conflict.

Theflow of theinitial bindingis summarizedelow:

Init_Bind: Algorithm for Initial BusBinding:
e Construcinetwork G for aschedule;
e Apply thenetwork flow to G;
o Identify theinvalid flow paths;
while (thereis aninvalid flow path)
e For pairsof invalid flow paths,
computepermutecosts
e Adjusttheflow pathwith theleastpermutecosts
endwhile

3.4 TheRescheduling and Rebinding

The key of our algorithmis to estimatethe amountof
increase/decreass total SW accuratelyand efficiently
whenanoperationis rescheduleffom clock stepi to clock
stepj. Sincethe operationgo be executedat clock stepsi
and; areupdatedthedatatransferdo beexecutedat: and
j arealsoupdated.This forcesto restructurenetwork G,
possiblyinvalidating someflows of the currentflow path
solution. To maintaina feasiblesolution, it may be re-
quiredto apply the initial binding algorithmin Sec.3.3.
again to the updatednetwork. However, this is definitely
very expensve for the caseof mary trials of rescheduling
in the while-loopof Figure3. However, if we restrictthe
distancebetween and; to berelatively asmallnumberof
clock stepswe canapplythe network flow in alocal way

while producingalmostthe sameresultasthat of the ap-
plication of theinitial bindingalgorithm. Specifically the
scopeof network to beconsideredor updatingtheflowsis
thenodesn betweercolumnsi andj andthearcsadjacent
to thenodes.

DT(3) DT'(1)
a
N
g T

rebinding

invalid_flow

Figure6: An exampleof local rebinding

To clarify ouridea, let us considerthe examplein Fig-
ure 1(a) (its initial bindingis shavn in Figure5) in which
opl is rescheduledrom cstep3 to cstep2. This leadsto
the network shawvn in Figure 6. Consequentlythe flow
with heary line at column2 is invalid. Sincethe nodesin
columns2 and 3 are updatedwe invalidate(i.e., marked
with x in the figure) the flows adjacentthe nodes,and
reevaluatethe flows by applying network flow locally to
determinea new bindingfor thereschedule As indicated
in our experimentationgTable 4), this local adjustment
of flows dueto reschedulesignificantlyimprovesthe run
time of our algorithmwhile maintainingalmostthe same
resultsasthoseproduceddy theapplicationof thefull net-
work flow. Thefollowing summarizeshe flow of our re-
bindingalgorithm:

Bus_Rebind: Algorithm for BusRebinding
e Updatenetwork G for thereschedule;

e |dentify thecolumnswhosenodesareupdated;
e Invalidatetheflows insideof thecolumns;

¢ Invalidatetheflows adjacento the columns;

e Extractanetwork coveringtheinvalidatedflows;
e Apply thenetwork flow to the extractednetwork;

4 Experimental Results

Our algorithm BusOpt was implementedin C++ and
testedon a set of high-level synthesishenchmarkexam-
ples. Table 2 shavs the comparisonof the bus switch-
ing actvities, measuredn termsof the quantity of SW
in Eq. (2), for the designsproducedby the random-mue
basedmethodproposedy [11], the desighsproducedby
the greedyone which solves the bus binding problemat
eachclock stepoptimally, and the designsproducedby
our algorithm. DiFF is the differentialequationsolver and
DIFr.2 is the designproducedby unrolling DIFF twice.
EWF is the 5-th order elliptic filter design,KALMAN is



the statevector computationpart of the kalmanfilter de-
sign,andCoMPLX is the arithmeticpartof complex num-
bercalculation.The comparisonshav thatour algorithm
wasableto useoverall22%and18%lessbusswitchingac-
tivity thanthoseby therandom-meeandgreedymethods,
respectiely.

design random- | greedy BusOpt
(#hus) move [11] (% red.[11)/greedy)
DIFF(4) 22.48 26.58 16.40(27.1/28.1)
DIFF.2(4) 37.44 43.04 33.28(11.1./21.6)
EWF(6) 17.44 11.44 8.48(51.3/25.8)
KALMAN(4) 21.12 22.08 18.08(14.4/16.9)
IDCT(6) 74.00 70.24 65.12(12.0/6.3)
ComPLX(4) 9.92 8.88 8.32(16.1/6.3)

[ Average || | [ (22.0117.7) |

Table2: Resultsof bus switchingactivity usinghigh-level
synthesidenchmarks

Table 3 summarizedus binding results(togetherwith
run times) producedby Init_Bind and Bus Rebindof our
algorithm. Note that the quality of resultsproducedby
Init_Bind which usesnetwork flow methodover the entire
network of the CDFG s comparabldo thatby the greedy
one which performsbus binding optimally at eachcycle
step. Further the resultsgeneratedy Bus Rebindwhich
refinesbusbindingby reschedulinghavs thatbus switch-
ing is consistentlydecreaseffom theinitial binding. This
strongly suggestghat our Bus Rebindalgorithm can be
usedeffectively to improve the bus binding in datapaths
that are synthesizednanuallyor by ary of corventional
schedulingandallocationsystems.

Table4 shawvs the comparison®f resultsproducedby
ourrebindingalgorithmwhich performsin a partialwayin
the network andby thefull executionof network flow for
rebindingto shav how muchourincrementatefinemenbf
busbindingis efficient. The comparisonéndicatethatour
refinemensolutionsarealmostthe sameasthatof the full
executionsof network flow. Neverthelessthe execution
timeis significantlyless.

5 Conclusions

In this paperwe presentecneffective integratedous opti-

mizationapproactfor low-power which solvesscheduling
andbusbinding problemsimultaneouslyThealgorithmis

basedon an efficient applicationof network flow method.
In termsof both of bus switching activity and run time,

our algorithmproducedexcellentresults: The formerone
is dueto a tight incorporation of schedulingin the busop-

timization andthe latteris dueto an accumate incremen-
tal evaluationsof the effect of schedulingchangesin the

network flow formulation. Experimentalesultson anum-

ber of benchmarkproblemsshav that our algorithmwas
ableto producedesignawith 22%and18%power-efficient

design Init_Bind BusRebind | % reduction
(#bus) (run_time) (run.time)
DiFF(4) 26.56(17s) | 16.40(71s) 38.3
DIFF.2(4) 43.04(3m) 33.28(3m) 23.0
EWF(6) 11.44(20m) | 8.48(30m) 21.7
KALMAN(4) 22.08(4s) 18.08(15s) 4.34
IDCT(6) 70.24(10m) | 65.12(24m) 3.53
ComPLX(4) 9.76(1s) 8.32(325s) 13.9
[ Average | 169 |

Table3: Comparisondetweertheinitial bindingandre-
bindingof our algorithm.

design BusRebind | Full_ExtendedRebind
(#hus) (run.time) (runtime)
DIFF(4) 16.40(715s) 11.92(6 m)
DIFF.2(4) 33.28(3m) 34.44(7 m)
EWF(6) 8.48(30m) 8.96(1.5hr)
KALMAN(4) 18.08(15s) 19.28(27s)
IDCT(6) 65.12(25m) 65.10(3 hr)
CoMPLX(4) 8.32(325s) 8.32(40s)

[ Average | 2492 ] 24.67 |

Table4: Comparisondetweenour (local) rebindingand
thefull rebinding.

thanthe designsby arandom-mee basedsolutionandby
agreedy(cycle-stepby cycle-stepoptimal) solution.
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