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1. Introduction

The past several years have seen much research in event driven logic simulation[1]. Various logic and delay models have been explored[2]. Most simulation research has focused on improving simulation performance. New approaches to both compiled and event driven simulation have been explored[3,4,5].

The internal operations of event-driven simulators can be divided into two categories, scheduling, and gate simulation. Much effort has been focused on reducing the cost of scheduling[3,4,5]. There has also been effort to reduce the cost of gate simulation[6,7]. It has also been shown that explicit computation of gate outputs is unnecessary, as long as event-propagation is computed correctly[7].

Even though research has reduced the complexity of both scheduling and gate simulation, it is still necessary to test for event propagation and cancellation, and it is necessary to perform some computations during gate simulation.

This paper will show that none of these computations are necessary. Most computations are devoted testing internal states and computing new internal states. In our technique, subroutine addresses are used to maintain states. This permits the elimination of all state-testing and state-computation code. Our technique is significantly faster than conventional event-driven simulation[1]. Unlike earlier methods[7], our approach can easily be extended to any logic model or any delay model.

2. The EVCF Technique

The EVCF (Event-Driven Conditional-Free) event-driven simulation technique does not perform any conditional tests. In fact, it operates without performing computation of any kind. The simulation kernel has two types of statements, assignments and computed gotos. The assignment statements do nothing more than assign a value to a variable. These are simple assignments, no computation is performed by these statements. To a person reading the simulation kernel, it is not apparent that the code performs any useful function. Nevertheless, the EVCF works correctly and outperforms more conventional simulation algorithms, and uses far less run-time code than other algorithms.

The EVCF Technique is based on an idea borrowed from object-oriented programming. In a conventional simulation system, a gate could be represented by a data structure similar to that shown in Figure 1. From time to time during the simulation it will be necessary to create a queue of gates and process them in some manner. Since each type of gate requires a different type of processing, it is necessary to examine the type code of the data structure before deciding what actions to perform.

In object oriented programming, a different structure would be used for each different gate type. The type code would be eliminated, and replaced by a table of virtual functions. Each different gate-type would have its own table of virtual functions. These functions perform the various different kinds of processing needed by the individual gates. Instead of using a type code to distinguish one type of gate from another we use the function addresses in the virtual function table. The function addresses are more useful than a plain type code, because we can branch to them directly to perform the required operations. No decoding of the type-code is necessary.

![Figure 1. A Sample Data Structure.](image-url)

The concept of function addresses instead of type codes has been used in simulation by the shadow algorithm[8]. In the shadow algorithm, the data structures for nets and gates contain processing routine addresses. Because the shadow algorithm is a threaded-code algorithm, the processing routine addresses are branch targets for computed gotos rather than virtual function addresses.

The EVCF Technique is a state-machine based Technique similar to those described in [7], however the EVCF Technique uses state machines in several new ways. In addition to using state machines to represent nets and gates, they are also used to represent the queue state, the queueing status of gates and nets, and the value of each monitored net. The state of each machine is represented by a collection of processing routine addresses. Rather than decoding the current state, the EVCF Technique branches directly to the processing routine for a particular state. The correspondence between states and processing routines is not one-to-one. Some states require several processing routines.

The precise structure of the state machines in the EVCF Technique depends on the delay model. (The EVCF Technique can be used with any conventional delay model.) One of the simplest state machine structures is that used to implement zero delay model of the LECSIM algorithm. In this model, a state machine is required for each gate and each net in the circuit. The net state machines are used to model net values, while the gate state machines are used for event propagation. In addition, each gate requires a second state machine that is used to model the queueing state of the gate outputs. These machines are used both for queueing events and for event cancellation. A master state machine is used to keep track of the progress of the simulation. In the LECSIM model, there are several event queues, one for
each level in the circuit. The master state machine is used to determine which queue is currently being processed.

The structure of Figure 2 is used to represent an event. Because different fanout branches of a net have different effects on the gate to which they are input, one such structure is required for each fanout branch of a net. These structures are placed in the event queues, and control the progress of the simulation As in reference[7] all structures for a particular net are pre-linked to one another before the simulation starts. Pre-linking permits a chain of structures to be queued using essentially the same operations required to queue a single structure.

```
struct Net {
    struct Net *Next;
    struct Net *Prev;
    Address ProcessRoutine;
    struct Gate *Output;
    struct Gate *Driver;
}
```

**Figure 2. The Net Structure.**

In the Net structure, the process routine address points to different routines depending on the type of gate pointed to by the Output element. The Next and Prev elements are used for queuing, while the Driver element is used for queue management (see below). Figure 3 gives the routines for AND and OR gates. In this code, it is assumed that the variable Shp points to the Net structure. This code is written in pseudo-C, assuming that indirect gotos are legal, and that it is possible to obtain the address of a label by preceding it with an amersand. Since neither of these assumptions is true, the actual code for these routines must contain some assembly language.

```
EVUP:
    Shp->ProcessRoutine = &EVDN;
    Shp2 = Shp->Output;
    goto *Shp2->Up;
EVDN:
    Shp->ProcessRoutine = &EVUP;
    Shp2 = Shp->Output;
    goto *Shp2->Down;
```

**Figure 3. Event Handling Code.**

The “EVUP” and “EVDN” routines of Figure 3 are used to model the state of a net. Rather than explicitly modeling net values, these routines model the expected result a net will have on a gate once an event occurs. Although the state of a gate is modeled using a count of dominant inputs, no explicit count is maintained. Instead, there are a number of different handling routines for each possible value of the count. The structure used to represent AND and OR gates is illustrated in Figure 4. (Modeling other types of gates requires changes in both the “Net” and “Gate” structures, as well as changes in the handling routines.)

The “Up” and “Down” elements shown in Figure 4 are used to maintain the state of the gate, while the remainder of the elements are used for queueing events. The “Schedule” element determines whether an event is currently on the queue, the

```
struct Gate {
    struct Net *Begin;
    struct Net *End;
    Address Up;
    Address Down;
    Address Schedule;
    struct Net *QueueHead
}
```

**Figure 4. The Gate Structure.**

Maintaining the state of a gate requires several handling routines, some of which are illustrated in Figure 5. It is necessary to provide one pair of routines for each possible value of the dominant count. Figure 5 illustrates the routines for values 0, 1, and 2. The routines for higher values are identical to those for the value 2. The “Up” routines are used when it is necessary to increment the dominant count, while the “Down” routines are used for decrementing the count. The routines themselves are used as the counter, so no explicit count is maintained. Events are scheduled by the routines UP0, and DN1. All other routines simply process the next event. Our current implementation of the EVCF Technique supports AND, OR, NAND, and NOR as well as XOR, XNOR, NOT, and BUFFER gates. AND, OR, NAND, and NOR gates are simulated using the routines given in Figure 5, while XOR, XNOR, NOT, and BUFFER gates are simulated using a “pass-through” routine that propagates all events.

```
UP0:
    shp2->Up = &UP1;
    shp2->Down = &DN1;
    goto *shp2->Schedule;

DN0:
    shp = shp->Next;
    goto *shp->ProcessRoutine;

UP1:
    shp2->Up = &UP2;
    shp2->Down = &DN2;
    shp = shp->Next;
    goto *shp->ProcessRoutine;

DN1:
    shp2->Up = &UP0;
    shp2->Down = &DN0;
    goto *shp2->Schedule;

UP2:
    shp2->Up = &UP3;
    shp2->Down = &DN3;
    shp = shp->Next;
    goto *shp->ProcessRoutine;

DN2:
    shp2->Up = &UP1;
    shp2->Down = &DN1;
    shp = shp->Next;
    goto *shp->ProcessRoutine;
```

**Figure 5. AND/OR Simulation Routines.**

As the UP0 and DN1 routines of Figure 5 illustrate, events are propagated by branching to the Schedule routine of the Gate structure. This routine must handle two situations. If no event is queued for the gate output, then a new event must be placed in the queue. If an event is already queued, the new event will be complementary and simultaneous with the currently queued event. This implies that the queued event should be cancelled. The Schedule routine itself is used to keep track of whether an event is queued for the gate output. Two scheduling routines are
used, one that queues a new event and one that cancels an existing event. These routines schedule one another as illustrated in Figure 6. The queue/dequeue operations are the standard operations that one must perform to insert or delete an item from a doubly linked list. To simplify queue processing, each queue has a head and a tail that are never removed from the queue. To schedule an event, one simply inserts a new item after the existing queue head. Removing items from the queue is simpler than queueing a new element, because the state of the Prev and Next items does not need to be maintained for items that are not queued.

There are two additional problems that must be solved with respect to event queueing. Processed events must be removed from the queue, and the state of the queueing routine must be reset to allow new events to be scheduled for the next input vector. Resetting the queueing routine is done by modifying the EVUP and EVDN routines of Figure 3. These are replaced with two new routines EVUP1 and EVDN1, which are shown in Figure 7. These new routines use the Driver element of the Net structure to reset the queueing routine for the driving gate of the net. It is not necessary to physically remove the event from the queue at this point, since this will be taken care of during the queue management phase of the simulation. If a net, due to fanout, has several event structures, the new routines are used only for the last event in the chain. If a net is a primary input and has no driving gate, the new routines are not used.

The queue management phase of the simulation has three parts, initiation of queue processing, termination of queue processing, and resetting processed queues. As mentioned above, the simulation requires an array of queues, one for each level in the circuit. Each queue has a header element and a trailer element that are never removed. The header element is a degenerate data structure consisting of a single Next pointer. The entire collection of header elements is maintained as an array of pointers to Net structures. The trailer element is a real element with its own processing routine. The trailer processing routines are responsible for advancing the state of the simulation from one queue to the next, resetting queues by deleting all queued events, and for termination of the simulation. Queue processing is initiated by initializing the shp pointer to the head of the first queue and branching to the first processing routine. It is assumed that events for the primary inputs have already been queued at this point. Figure 8 shows the code used to initiate queue processing. In this code, the variable Head is the array of Net pointers, and the variable Headwork contains a pointer to the current queue.

```c
    QUEUE:
    shp2->Schedule = &DEQUEUE;
    shp2->End->Next = shp2->Head->Next;
    shp2->Head->Next->Prev = shp2->End;
    shp2->Head->Next = shp2->Begin;
    shp2->Begin->Prev = shp2->Head;
    shp = shp->Next;
    goto *shp->Rtn;

    DEQUEUE:
    shp2->Schedule = &QUEUE;
    shp2->Begin->Prev->Next = shp2->End->Next;
    shp2->End->Next->Prev = shp2->Begin->Prev;
    shp = shp->Next;
    goto *shp->Rtn;
```

**Figure 6. Queueing Routines.**

The routines shown in Figure 9 reset the queue by making the queue header point to the trailer structure. To save space, the Gate element is overloaded to hold a pointer to the head of the next queue. It is not necessary to explicitly remove elements from the queue, because the values Prev and Next elements are unimportant for elements not on the queue. It is the value of the Schedule pointer that determines the queueing status of an event, not the actual presence of the event in the queue.

```c
    TRAILER:
    shp->Head->Next = shp;
    shp->Prev = shp->Head;
    shp = *(struct Net **)(shp->Gate);
    goto *shp->Rtn;

    TRAILER1:
    shp->Head->Next = shp;
    shp->Prev = shp->Head;
    return;
```

**Figure 9. Trailer Routines.**

The routines used in Figure 9 are the Net Monitor routines, which are shown in Figure 10. As in the trailer routines, the Gate element of the Net structure is overloaded.
5. Performance.

Several experiments were run to demonstrate the performance of the EVCF Technique. The numbers reported in the table are expressed in CPU seconds. The hardware was a SUN 300MHz single processor Ultra SPARC-II with 128MB of RAM. The final column presents test results for the Inversion Algorithm[7]. The performance of the Inversion Algorithm and the EVCF Technique are virtually the same, but the EVCF is considerably more versatile than the Inversion Algorithm.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Conventional Event-Driven</th>
<th>EVCF</th>
<th>Speedup</th>
<th>Inversion Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>C432</td>
<td>10.8</td>
<td>1.4</td>
<td>7.71</td>
<td>1.1</td>
</tr>
<tr>
<td>C499</td>
<td>12.1</td>
<td>1.7</td>
<td>7.11</td>
<td>1.2</td>
</tr>
<tr>
<td>C880</td>
<td>20.2</td>
<td>4.0</td>
<td>5.05</td>
<td>3.2</td>
</tr>
<tr>
<td>C1355</td>
<td>43.2</td>
<td>5.6</td>
<td>7.71</td>
<td>5.3</td>
</tr>
<tr>
<td>C1908</td>
<td>82.5</td>
<td>8.1</td>
<td>10.19</td>
<td>6.4</td>
</tr>
<tr>
<td>C2670</td>
<td>89.3</td>
<td>13.6</td>
<td>6.57</td>
<td>11.5</td>
</tr>
<tr>
<td>C3540</td>
<td>128.5</td>
<td>15.3</td>
<td>8.40</td>
<td>12.0</td>
</tr>
<tr>
<td>C5315</td>
<td>252.9</td>
<td>27.5</td>
<td>9.20</td>
<td>24.2</td>
</tr>
<tr>
<td>C6288</td>
<td>2549.5</td>
<td>42.1</td>
<td>60.56</td>
<td>33.1</td>
</tr>
<tr>
<td>C7552</td>
<td>396.8</td>
<td>40.2</td>
<td>9.87</td>
<td>39.9</td>
</tr>
</tbody>
</table>

Figure 11. Experimental Data.

To eliminate the times for reading and writing vectors and other overhead, each test was run twice, once using fifty thousand random vectors, and again using fifty thousand vectors of all zeros. (Since the zero vectors have no activity, no simulation is performed.) The reported times are the difference of the two times.
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