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ABSTRACT

Transitions on high capacitance busses in VLSI systems result
in considerable power dissipation. Various coding schemes have
been proposed in literature to encode the input signal in order to
reduce the number of transitions. Number of transitions can be
reduced by introducing redundancy in data transferred over the
busses. For a given amount of redundancy there exists a lower
bound on the average number of transitions. In this paper we de-
rive a new coding scheme which leads to extremely practical tech-
niques for bus transmission that reduce bus transitions to within
3.96-8.42% of the lower bound depending on the redundancy em-
ployed. There is also a net reduction in power dissipation rang-
ing from 8.53-21.88% over an uncoded bus transmission scheme.
This savings in power dissipation is identical to that for bus-invert
coding per word transmitted the higher efficiency brought about
by codeword slimming, however, results in shorter codewords than
bus-invert coding which in turn results in higher energy efficiency
in word transmission. Applications suitable for this new tech-
nique include systems relying on bit-serial implementation and
systems with bit-parallel implementations where the cost of ex-
tra parallel-to-serial and serial-to-parallel data-format converters
is marginal compared to the power savings obtained.

1. INTRODUCTION

Busses constitute an important resource for addressing and data
transfer in implementation of VLSI systems. Reducing the power
consumed in busses while transferring data is therefore a high pri-
ority objective in minimizing power consumption for the entire
system. The fact that the power consumed in bus accesses account
for a significant fraction of the total power consumed in VLSI sys-
tems has been independently established by many researchers, [1],
[2]. This is because the capacitance of shared busses is quite large
in comparison to the capacitance of other data-path units. There
are essentially two ways to reduce power consumption in busses.
The first one involves minimizing bus accesses by either reducing
the number of data-path units connected to large busses [2] or re-
ducing the number of accesses of READ/WRITE busses for large
memory units by algorithm transformations[3]. The second way to
reduce power consumed in busses is to reduce the effective capac-
itance of busses by reducing bus transition activity. In this regard
many researchers have studied reduction of bus transition activity
by resorting to coding, similar to error-correcting codes, [4], [5],
[6].

Typically system busses can be broadly categorized as address
busses and data busses. The nature of “data” transmitted over these
two bus types have marked dissimilarities. The “addresses” trans-
mitted over address busses routinely differ by small increments.
Transferring these increments separately, [7], can lead to signifi-
cant reduction in power consumption. The “data” transmitted over
data busses, however, do not usually exhibit such a relationship.
Strategies to reduce the power consumed in data busses therefore
follow a different plan.

In [4] lower/upper bounds are established on the average power
consumed in data-busses using Shannon’s channel coding theorem
[8] and the concept of entropy. Additionally, an asymptotically
“optimal” coding strategy based on the popular data-compression
scheme, Lempel-Ziv coding, [8], has been suggested as a power
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Figure 1. A Bus-invert encoder, the delay block shown
indicates that the XOR is computed between successive
data-words. The output of the XOR gates is the displace-
ment between successive data-words. The displacement
between successive data-words is input to a block (COM-
PUTE WEIGHT) which counts the number of 1’s on it. In the
next block, if the number of 1’s is greater than W

2
then a 1

is output otherwise a 0 is output by this block. Finally, the
output of the previous block is the control input to a group
of multiplexors which output the input bit if the control is 0
and output the complement of the input bit if the control is
1. The control bit along-with the output from the multiplexors
constitutes the output data-word.

saving strategy in [4]. Unfortunately, the overhead of implement-
ing a Lempel-Ziv encoder/decoder may outweigh the gains due to
the reduction of bus transition activity obtained. In applications
where the transmission order of data is immaterial; large power
savings have been demonstrated in [9] by reordering data using a
Minimum Cost Hamiltonian Path (MCH) formulation. The idea is
to reorder the words to be transmitted in such a way so that the net
switching activity in transmitting all the words is minimized. Un-
fortunately, hardware implementation of a MCH solver even using
simplistic heuristics is a difficult proposition, and even the sim-
plest implementations are likely to consume a lot of power offset-
ting the benefits due to reordering of the transmitted words. One
extremely practical approach which, however, is quite inefficient
in terms of the bounds established in [4] has been proposed in [6].
This method called bus-invert coding, see Fig. 1, uses an extra
bit line and complements data if doing so reduces transition ac-
tivity between successively transmitted data words. When words
are transmitted in a complemented form the extra bit-line is high
and this bit-line is low if the words are transmitted in an uncomple-
mented form. The encoder here will just consist of a Hamming dis-
tance computation between successive pair of data-words, a simple
comparator and a set of conditional inverters or XOR gates. The
decoder, on the other hand, will only consist of a set of conditional
inverters or XOR gates. In [5] limited weight coding, which in-
cludes bus-invert coding as a special case, has been introduced as
a strategy for reducing power consumption in data-busses. Once
again this coding technique is highly inefficient with respect to
the bounds in [4]. In this paper we propose a new scheme of in-
stantaneously decodable codes that involve transmitting words in
a bit-serial word-parallel manner rather than the traditional word-
serial bit-parallel transmission order. We demonstrate that such a
scheme can lead to extremely practical coding which comes close
to the lower bound of efficiency in [4]. In one such case related
to bus-invert coding we demonstrate the design of an extremely
practical encoder/decoder which is comparable in hardware com-



plexity to the encoder/decoder for bus-invert coding.

2. PAST WORK
2.1. Redundant Limited Weight Coding
This method uses redundant bitlines to limit the Hamming distance
between successively transmitted data-words to be under a pre-
determined constantd. Limiting the Hamming distance between
successively transmitted words automatically limits the transition
activity. The weight of a data-word is defined as the number of
1′s on it. The displacement,D(A,B), between two data-words,
A = a0 · · · aW−1, B = b0 · · · bW−1, of sizeW is defined as
follows,

D(A,B) = a0

⊕
b0 · · · aW−1

⊕
bW−1. (1)

Example 1 Let A = 10101, and B = 11010 be two 5-bit words
then the displacement between A, B, D(A, B) = 01111. Also the
weight of the displacement is 4.

The Hamming distance between two data-wordsA,B is the
weight of the the displacementD(A,B) between them. We will
now try to determine the minimum redundancy required to limit
the displacement between successive data-words of sizeW to a
fixed valued ≤ W

2
. Let us assume that we needM bits per data-

word withM > W to guarantee that the Hamming distance be-
tween successive data-words on the bus is≤ d. There are2W

data-words of sizeW , and this is also the number of possible dis-
placementsD(A,B) between successive data-wordsA,B. Also,
the number of words of sizeM which have a weight≤ d is given
by
∑d

i=0

(
M
i

)
. We will code the displacement,D(A,B), between

successive data-wordsA,B usingM bits in such a way that the
weight ofD(A,B) ≤ d. Using the resulting codewords for suc-
cessive displacements we can compute the codewords for data to
be transmitted over the data-bus. In order to restrict the Hamming
distance between successive words,A,B, to a value≤ d. We must
satisfy the following inequality,

d∑
i=0

(
M

i

)
≥ 2W . (2)

The minimum valueM satisfying (2) will give us the most ef-
ficient word size to use for transmitting the data-words over the
data-bus.

Example 2 Consider a limited weight coding scheme for W-bit
data with d ≤ W

2 . It turns out that, for even values ofW ,∑W
2
i=0

(
W+1
i

)
= 2W . Hence whend = W

2
thenM = W + 1.

Bus-invert coding is a special case of a limited weight code with
d = W

2 . For ease of exposition we assume an even value forW in
the rest of the paper.

2.2. Bounds on Bus Transition Activity
2.2.1. Random Variables and Entropy
Let X be a discrete random variable with alphabetX and prob-

ability mass function p(x) = Pr(X = x), x∈ X. A measure of the
information content of X is given by itsentropyH(X), which is
defined as follows [8],

H(X) = −
∑
x∈χ

p(x)log2p(x) bits. (3)

This definition of the measure of information implies that the
greater theuncertaintyin the source output, the higher is its in-
formation content. In a similar fashion, a source with zero un-
certainty would have zero information content and therefore its
entropy, from (3), would be equal to zero.

In [4] it is shown that if we useM bits on an average to transmit
data-words of sizeW from a source with entropy ofH bits per
word then the average transition activityT is bounded on both
sides as,
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a)Traditional word-serial 
Bus Transmission over a W bit
Bus

word 1

word W

b)Proposed bit-serial word-parallel
transmission over a W bit Bus

Figure 2. The traditional word-serial bus transmission
scheme and the proposed word-parallel bit-serial transmis-
sion scheme.
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Figure 3. Encoder and decoder for efficient bus trans-
mission. Note that the data-to-displacement converter be-
fore the limited weight encoding/decoding block and the
displacement-to-data converter after the limited weight en-
coding/decoding block are not shown in the figure.

H−1(
H

M
)M ≤ T ≤ (1−H−1(

H

M
))M, (4)

and the bounds in (4) are asymptotically achievable.
In [4] the authors then proceed to show the construction of an

encoder/decoder based on a popular technique called Lempel-Ziv
coding which asymptotically achieves the lower bound in (4) for
the transition activity. However, implementing a Lempel-Ziv en-
coder/decoder can be extremely power intensive. Therefore we
need to design simpler schemes that can bring transition activity
closer to the lower bound in (4).

3. INSTANTANEOUSLY DECODABLE EFFICIENT
CODING

The coding rate of a bus encoding scheme is defined asR = W
M .

With traditional bus transmission schemes theuniverseof code
rates which can be achieved is fairly limited and it is often not
possible to achieve the lower bounds of efficiency specified in (4).
Imagine a bus transmission scheme where data words are trans-
mitted in a word-parallel bit-serial fashion. That is in aW bit bus
each bitline will have independent bit-by-bit transmission of data
words, see Fig. 2. Now each bitline can be considered indepen-
dently for minimization of transition activity.

Now, imagine a coding scheme where encoding is done on the
transitions/displacement between successive bits transmitted over
the bitline rather than the data bits themselves. AM-N block code
is the result of an encoding scheme which acts onM successive
transitions/displacement bits and codes these usingN bits. These
N coded displacement bits can then be used to recover the coded
data bits to be transmitted over the bitline by using a displacement-
to-data conversion. The purpose of encoding is to reduce the
weight of theN encoded displacement bits so that bus transition
activity is reduced. Foruniqueandinstantaneousdecodability of
the codewords none of the allowed codewords must be a prefix
of another codeword. This is a necessary and sufficient condition
for instantaneous decodability. If we use standard limited weight
codes then instantaneous decodability is ensured as all the code-
words are distinct and of the same size and hence no codeword is
the prefix of another. However, this leads to poor efficiency with
respect to the bounds in (4). It turns out that starting from a lim-
ited weight coding scheme, with weight limitd, we can generate
a new coding scheme which has much higher efficiency by doing
the following,



Codeword Slimming

1. Examine every codeword. If the codeword has a weight
strictly less thand, then retain it as such.

2. Otherwise look for the shortest leading set of bits in the
codeword that have a weight ofd, i.e., that haved 1’s among
them. Throw away the remaining bits in the codeword and
the reduced bit-string gives us the new codeword.

In the rest of the paper we will refer to the above technique
ascodeword slimming. In Fig. 3 we see a high level view of the
new encoding/decoding strategy. The initial data transmitted after
limited weight encoding and codeword slimming can be recovered
by the reverse process ofcodeword expansionfollowed by limited
weight decoding.

Theorem 1 The coding scheme remains reversible after codeword
slimming. That is, the original data can be recovered from the
coded data after codeword slimming.

Proof:The proof consists of outlining a decoding strategy for the
received data. We first calculate the displacement between succes-
sive bits and then do the following. Count the number of 1’s till one
of two things happen: 1)the number of received bits equals N (the
underlying limited weight block code is M-N), or 2)the number
of received 1’s equalsd, in which case we zero-pad the received
string to a length of N bits. This process is then continued over the
remaining received bits. The previously mentioned process consti-
tutes codeword expansion the expanded data can then be subjected
to a M-N limited weight decoding process and finally the transmit-
ted data can be recovered. The complexity of the decoding process
is only marginally higher than limited weight decoding.

Example 3 Consider the following limited weight 2-3 code,00↔
000, 01 ↔ 001, 10 ↔ 010, 11 ↔ 100. This code limits
the weight of successive pairs of displacements to 1. The code-
words after codeword slimming would be00 ↔ 000, 01 ↔ 001,
10↔ 01, 11↔ 1. Now the data-string1001010101100110 gives
rise to the following displacement string (with first bit retained as
such)1101111111010101. After encoding the displacement string
we get the following string1001111001001001, which limits the
number of transitions to7 down from the initial11. The actual
data transmitted over the bus will be1110101110001110. Note
that even though in this case the coded string has the same length
as the uncoded string in general this will not be true.

Theorem 2 The coding scheme remains instantaneously decod-
able after codeword slimming.

Proof: We only have to prove the prefix property for all the
codewords, i.e., we need to show that none of the codewords, af-
ter codeword slimming, is a prefix of another codeword. Since the
initial coding scheme was instantaneously decodable to begin with
and hence prefix free; the codewords of lengthM , i.e., the unmod-
ified codewords after codeword slimming still satisfy the prefix
property. The only codewords that are “shrunk” after codeword
slimming have exactlyd 1’s. And since the original codewords
can have no more thand 1’s, due to the limited weight property,
therefore these modified codewords can not be the prefix of any
other codeword. And hence the coding scheme is instantaneously
decodable.

4. BUS-INVERT CODING WITH CODEWORD
SLIMMING

As already mentioned bus-invert coding is a special form of lim-
ited weight coding with an extra bit of redundancy. The advantage
of bus-invert coding is that it leads to an extremely practical en-
coder/decoder that can be implemented easily in hardware. There-
fore applying codeword slimming after bus-invert coding can lead
to easily implementable bus-encoding schemes that are also ex-
tremely efficient with respect to the bounds in (4). We will first
compute a closed form expression for the transition activity with
bus-invert coding and then demonstrate the efficiency of bus-invert
coding followed by codeword slimming.

Example 4 For a W-bit bus driven by a data source with equal
probability for all 2W data words the transition activity isW2 .
Now consider bit-serial word-parallel transmission as described
earlier and consider a W-(W + 1) limited weight code applied to
the individual bitlines following the bus-invert coding philosophy.
So first the displacement of successive bits in the data string to
be transmitted is computed. Then the displacement of the data to
be transmitted is broken down into substrings of lengthW . These
substrings are then padded with an additional bit. If the number
of 1’s in these substrings is> W

2 the substring is complemented
and the extra padded bit is set to 1. Otherwise the substring is
kept unchanged with the extra padded bit at 0. Now the number of
substrings of lengthW that have preciselyk 1’s is given by

(
W
k

)
.

AssumingW to be even, and using elementary combinatorics, the
average transition activity per word for a bitline is therefore given
by,

TrW+1
W =

∑W
2
k=0 k ×

(
W
k

)
+
∑W

k=W
2 +1

(W − k + 1)×
(
W
k

)
2W

,

=

∑W
2 −1

k=0 2k ×
(
W
k

)
+
∑W

2 −1

k=0

(
W
k

)
+ W

2
×
(
W
W
2

)
2W

,

=

∑W
2 −1

k=1 2W ×
(
W−1
k−1

)
+
∑W

2 −1

k=0

(
W
k

)
+ W

2
×
(
W
W
2

)
2W

,

=
(W + 1)2W−1 − W+1

2 ×
(
W
W
2

)
2W

. (5)

Therefore, there is a net reduction in switching activity over
transmitting the uncoded bits. The inefficiency of this code with
respect to (4) is however brought about by usingW +1 bits for ev-
ery string ofW bits in the displacement of the original data-string.
Codeword slimming will reduce the average length of a coded bit-
string to a valueL such thatW < L < W+1. The average length
of a codeword for bus-invert coding with codeword slimming is,

(W + 1)× (2W −
∑W

k=W
2

(
k−1
W
2 −1

)
) +
∑W

k=W
2
k ×

(
k−1
W
2 −1

)
2W

.

(6)
The first term in the numerator of (6) corresponds to the code-

words of lengthW + 1 the second term corresponds to the code-
words with length< W + 1.

5. ANALYTICAL RESULTS

Table.1 provides a comparison of bus-invert coding and bus-
invert coding with codeword slimming for various block encod-
ing schemes. Also shown is the lower bound of efficiency from
(4) for the data-rate employed in the transmission scheme. As can
be seen the power savings over an uncoded bit-stream varies from
8.5%-21.88% with the savings diminishing for larger block codes.
Due to this fact large block codes will never be used in practice as
these lead to lower power gain as opposed to smaller block codes.
Also, the decoding latency for smaller block codes is significantly
smaller than that for larger block codes. Also as can be observed
bus-invert coding with codeword slimming comes quite close to
the lower bound of efficiency in (4) for all the cases considered in
Table. 1. It can however be seen that for coding on larger blocks
(32, 64) the gains of codeword slimming over regular bus-invert
coding starts to diminish. Since power gain is larger and decoding
latency is smaller for smaller block codes it is unlikely that a block
size> 8 will be used for coding. At this block size codeword slim-
ming increases the efficiency of the code by10.02%. Also, to be
observed is the fact that the average length of the codeword after
codeword slimming is smaller than the average codeword length
for bus-invert coding. This results in an increase in bus transmis-
sion speed after codeword slimming. The power savings over un-
coded transmission are identical for regular bus-invert coding and



Table 1. Comparison of bus-invert coding and bus-invert coding with codeword slimming. Also, tabulated is the transition
activity lower bound for both schemes. Column 1 identifies the block size for bus-invert coding. Columns 5 and 9 respectively
tabulate the inefficiency of bus-invert coding and bus-invert coding with codeword slimming over their corresponding lower
bounds for transition activity. The last column tabulates the power advantage of bus-invert coding with codeword slimming
over uncoded bus transmission. Note that the transition activity tabulated is the sum of transition activities over all the bitlines
of the bus and therefore lies between 0 and W for a W -bit bus.

W-W+1 Avg. Tran. Act. Lower Bound % ineff. Avg. Tr. Act. Low. Bnd. % ineff. % Pow.
Length Bus-Inv. Bus-Inv. Bus-Inv. Length Slimm. Slimm. Slimm. over
Bus-Inv Slimm. uncoded
(bits) (bits/word) (bits/word) (bits) (bits/word) (bits/word)

4-5 5 1.5625 1.2150 28.6% 4.3758 1.5625 1.4411 8.42% 21.88%
6-7 7 2.4062 1.9684 22.24% 6.4531 2.4062 2.2283 7.98% 19.79%
8-9 9 3.2695 2.7567 18.6% 8.5078 3.2695 3.0390 7.58% 18.26%

10-11 11 4.1465 3.5684 16.2% 10.5488 4.1465 3.8672 7.22% 17.07%
12-13 13 5.0337 4.3966 14.49% 12.5811 5.0337 4.7078 6.92% 16.11%
14-15 15 5.9290 5.2365 13.22% 14.6072 5.9290 5.5581 6.67% 15.30%
16-17 17 6.8308 6.0894 12.18% 16.6291 6.8308 6.4188 6.42% 14.62%
32-33 33 14.1908 13.1307 8.07% 32.7283 14.1908 13.4972 5.14% 11.31%
64-65 65 29.2712 27.755 5.46% 64.8043 29.2712 28.1575 3.96% 8.53%

W

Word-serial
Bit-parallel

Registers
addressed
in a circular
modulo (W)
manner

Words are shifted out bit-serially
Data-rate is maintained because in
each clock-cycle W bits are written
and W-bits are shifted out.

W

Figure 4. Converting a Word-Serial Transmission Scheme to
a Word-parallel bit-serial transmission scheme.

bus-invert coding with codeword slimming. The reduction in the
average length of a codeword and thereby increase in transmission
speed due to codeword slimming, however, renders it more energy
(power× delay) efficient as compared to regular bus-invert cod-
ing.

6. PRACTICALITY OF WORD-PARALLEL BIT-SERIAL
TRANSMISSION

One question that still needs to be investigated is regarding the
practicality of a data-reordering scheme in which data-words are
transmitted individually over a bitline of the bus. This reordering is
required because in a traditional word-serial bit-parallel transmis-
sion scheme codeword slimming would result in variable length
of codewords over various bitlines of the bus thereby complicat-
ing the recovery of a dataword at the receiver end. For aW -bit
bus a brute-force implementation of a serial to parallel conversion
scheme would require the use of aW bit shift register for each
bitline of the bus. Which implies the use ofW × W flip-flops.
Depending on the area and power penalty this solution incurs this
might or might not be satisfactory. However for very large memo-
ries and very high capacitive buses the extra cost incurred by this
solution might be minimal. On the receiver end depending of how
the computational units receiving data from the bus are organized
we may or may not require an inverse data-format converter. For
instance a computational unit which is implemented in a bit-serial
manner does not need a data-format converter, on the other hand
a computational unit implemented in a bit-parallel manner would
need a data-format converter. Obviously, the proposed technique
is a natural low power solution for bit-serial implementations of
VLSI systems. On the other hand even in bit-parallel implemen-
tations it might be possible to group the data-path in to various
clusters and share data-format converters to get a low power im-
plementation of the proposed scheme. Fig. 4 shows the implemen-
tation of such a converter, such converters were studied in detail
and completely characterized in [10].

7. CONCLUSIONS
A new bus encoding strategy was introduced in this paper that
modifies and improves the efficiency of an existing bus encod-
ing technique known as limited weight encoding, [5]. For a spe-
cial limited weight code called bus-invert coding extremely prac-
tical realizations coming close to lower bounds of efficiency, [4],
were demonstrated. Applications for the proposed scheme include
VLSI systems implemented in a bit-serial manner and bit-parallel
systems where the data-format converters can be used without
much power penalty. Future work will consist of trying to achieve
equally efficient and practical codes corresponding to other lim-
ited weight encoding schemes. In addition research will be done
to study the effect of codeword slimming in the presence of corre-
lated data with nonuniform probability for data-words.
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