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Abstract

In recentyearsthe applicationspaceof reconfigurableleviceshas
grown to includemary platformswith astrongneedfor faulttoler
ance.While thesesystemdrequentlycontainhardwareredundan-
cy to allow for continuedoperationin the presencef operational
faults,theneedto recoverfaulty hardwareandreturnit to full func-
tionality quickly andefficiently is great. In additionto providing
functional density FPGAsprovide a level of fault tolerancegen-
erally not foundin mask-programmabldevices by including the
capabilityto reconfigurearoundoperationafaultsin thefield. In
this paper incrementalCAD techniquesare describedhat allow
functionalrecovery of FPGAdesignconfigurationsn thepresence
of singleor multiple operationafaults. Our preferredapproactto
faultrecovery takesadwantageof device routinghierarchyin archi-
tecturalfamiliessuchasXilinx Virtex [2] and Altera Apex [3] to
quickly swapunusedogic androutingresourcesn placeof faulty
oneswithin logic clusters.Thesealgorithmsallow for straightfor
ward implementatiorwithin a local fault-tolerantsystemwithout
the needto accessa remoteprocessingocation. If initial recor-
ery attemptgshroughlocalizedswappingfail, anincrementatouter
basedon the widely-usedPathFindemazerouting algorithm[10]
canbeappliedremotelyin anattempto form connectiondetween
newly-allocatedlogic andinterconnecbasedon the history of the
initial designroute.

1 Intr oduction

As reconfigurabledevicesgrow in capacityto includemillions of
logic gatestheir role as computingdevices becomesncreasingly
diverse.By virtue of their propensityfor functionalspecialization
and reducedpower consumption,FPGAs have recentlybecome
importantdesigncomponentsn computingplatformswhich de-
mandsignificantoperationafaulttolerancg5]. While thedemon-
stratedbenefitoof FPGAshave broadenedheir appeato thiscom-
putingsectorincreasedlie sizesandloweroperatingvoltageshave
increasedoncernmaboutpotentialin-field faultrisksdueto gamma
radiationandmetalstresg19]. This concernis particularlyacute
giventheless-thandealoperatingervironmentin whichthesesys-
temsarefrequentlydeplged. While the programmableatureof
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reconfigurabledeviceswould seemto male themideal platforms
to promoterun-time fault recovery, few practicalrecovery tech-
nigueshave beenimplementedo date. This hasbeenduein part
to the factthat until recentlythe large majority of device transis-
tors have beenisolatedin the global routing matrix of the FPGA,
necessitatingime-consumingnet re-routeproceduregor almost
all potentialdevice faults. Additionally, early FPGA architectures
generallycontainedrelatively smallamountsof logic androuting
resourcesomparedo todays devices makingthe fault recovery
problemin yearspastnearlyascomple asinitial designlayout.

Recentrendsin FPGA device architecturehave modifiedthis
viewpoint considerably Most contemporaryprogrammabléogic
devicesnow supportmultiple levelsof architecturahierarchycon-
taining both tightly-connectectlusters of multiple LUT/FF pairs
anda less-populateglobal interconnecgrid containingchannels
of wire sgmentsandswitch matrices.Sincea sizablepercentage
of potentialfault pointsarecurrentlylocatedinsidecoarse-grained
clusters faultsin theseareascan often be addressedvithout the
needfor incrementarkip-up andre-try. For theseexisting cluster
basedarchitecturesintra-clusterinterconnecstructuresacilitate
straightforvard substitutionof unusedclusterinterconnectlLUTs,
andflip-flops for faulty resourcesisinglow-compleity placement
algorithms.

While intra-clusterresourceexchangeis effective for mary
faults,routing grid and switch matrix failuresgenerallyrequireat
leastpartial netre-routein orderto reconnectoutedsignals. To
supporta fully integratedsolutionin one system,an incremental
router hasbeendevelopedbasedon the PathFinder[10] routing
algorithm. Unlike previous incrementakouters[20] [12], our ap-
proachleveragesoutehistoryfrom theinitial routeto bettercom-
plete netconnections.The routeris shavn to be highly-efective
in successfullyecorering from hundredf interconnecfaultsin
afractionof thetime thatwould berequiredto re-routethe circuit
from scratch.Thedemonstratedffectivenes®of theroutermalesit
appropriatenot only for faultrecovery but alsoin theimplementa-
tion of dynamically-reconfigurableomputingcircuitswhich have
communicatiorpatternshatmay changerequently

Our systemis designedio provide multiple levels of system
recovery for FPGA devices that have beendiagnosedas faulty
by fault detectionmethodologie$14] [21]. Intra-clusteresource
swappingis structuredto limit the needfor computepower and
memoryfacilitatingits implementatioronremainingfunctionalre-
source®f afaulttolerantsystem.Incrementatoutingis designed
to be performedoff-line by aremotesystemwith superiorcompu-
tationalresourcesindstoragecapacity

Theorganizationof this paperis asfollows. In Section2 ade-
scriptionof theissuesnvolvedin providing FPGAfault tolerance



is presentedSection3 describepreviouswork in FPGAfaulttol-

eranceandoverviews clusterbased=PGAs.In Sectiord, our CAD

systemis described Experimentatesultsobtainedoy applyingthe
systento acollectionof FPGAbenchmarkss presenteéh Section
5. Finally, Section6 summarize®ur work andoutlinesdirections
for futurework.

2 Problem Definition

2.1 Operational Faults

Likeall discretesemiconductodevices,afield programmablgate
arraycanbeadwerselyaffectedby faultsat variousstageof com-
ponentifetime. While mostdefectsappeaimmediatelyfollowing
fabrication,occasionallyafterextendedperiodsof device use,op-

erational faults can affect in-serviceprogrammablecomponents.

Commonoperationalfaults include open/shortmetal (4-17% of

faults) andtransistorstuck-atfaults (25-75%of faults)[22] with

manifestatiorratesthat vary basedon systemenvironmentalcon-
ditions suchasexposureto gammaradiationandextremetemper

ature. In general recenttrendsin FPGA architecturancreasethe
vulnerability of devicesto faults. As VLSI featuresizesshrinkand
thresholdvoltagesarereducedthelik elihoodof oxide breakdavn

and electromigrationgrons. Dependingon their duration, fault-

s canbe eithertransientor permanent.In general,it is possible
to recover from transienfaultsby reprogramminghe FPGAwith

the original configurationbit stream. In casereprogramminghe
device is unsuccessfuthefaultis consideredo bepermanent.

Unlike manugcturingdefects,which can often be overcome
via the useof sparerouting wires and programmabldusessetat
the factory[17], operationaFailuresmustbe addressethy gener
atinga new programmingconfiguratiorfor a circuit with thesame
functionality asthe original. In this paperstuck-at1, stuck-atO,
wire open,andwire shortoperationafaultsareconsideredFault-
y resourcesreavoidedby determiningnew designconfigurations
thatavoid the useof faulty resourcesuchaslook-up tablesflip-
flops, multiplexers,passtransistorsandwire sggments.

2.2 Fault Recovery SystemModel

In orderto supportfaultrecovery, our CAD tools malke specificas-
sumptionsaboutthe ervironmentin which an FPGA s deplg/ed.
Theseassumptionsiregenerallyconsistenwith existing comput-
ing systemgb5] [25] thatbenefitfrom faultrecovery.

e Hardware Redundancy- For systemswith hardreal-time
constraintshardware redundang allows for periodicfunc-
tional hardware test and fault recorery of systemcompo-
nentswith no systemdown-time. This often meanscom-
pletehardwareredundang of critical subsystemsncluding
FPGAsand associatednicroprocessorand memoriesthat
might be usedto configurethem. For systemshat cantol-
eratesystemdown-time, hardwareredundang is notneeded
torecover afaulty FPGAIf themicroprocessoandassociat-
ed memoriescan continuefunctioningnormally during the
recovery effort.

e External Interface - With the adwentof theinternet,mary
real-time and fault tolerant systemshave the capability to
communicatewith computationally-paerful remote sys-
temsthroughstandardprotocols. For special-purposelat-
forms, suchasspaceandavionicssystemsthis communica-

tion maytake placethrougha dedicatedink. In our system
it is assumedhat if device recovery cannotbe performed
by the local system remotecomputingresourcesanbeac-
cessedo aid in therecovery effort.

For mary computingplatformsandespeciallyfor time-critical
systemsit is highly desirablgo performfaultrecovery in seconds
ratherthanminutesor hours. This constraintgenerallyprecludes
the option of re-placingandre-routingan FPGA from scratch.In
general,it is assumedhat the local fault tolerantsystemhasa
modicumof computepower in the form of a microprocessoor
microcontrolleranda small amountof memorynecessaryo per
form basicintra-clustemresourceswappingbut not moreintensie
incrementatouting. For interconnecfaults,thefault tolerantsys-
temhasthe capabilityto passthelocationof thefaultto aremote
systemwhich canquickly performre-routein secondsisingrout-
ing graphcostinformation derived during initial device routing.
While five yearsago the notion of remote,automatedaccesgo
vendorplace-and-routéoolswould have beenfar-fetched new ap-
proachego web-based~PGA CAD male this approacha much
morelikely scenarig[15]. Additionally, the practiceof fault tol-
erantsystemsontactingremotelocationsfor servicewithout user
interventionhasbeenin placefor over tenyears[25].

2.3 Cluster-basedAr chitectures

While early FPGA architecturegypically containedsimple log-

ic blocks containingone or two LUT/flip-flop pairs, morerecent
devices[2] [1] [3] have clusteredmultiple LUT/FF pairstogether
into asinglecluster to take advantageof designlocality andto re-
duceFPGA place-and-routéime. A key actionin designingthese
architecturafamilieshasbeendeterminingthe granularityof the
logic cluster As previously describedby Betz and Rose[6], if

logic clusterscontaininsuficient logic resourcesthe amountof

inter-clusterroutingresourcesieededor routingwill begreatand
if clusterscontainexcessie amountsof logic, much of thesere-
sourceswill bewasted.Figurel shaws a generalizednodelof a
clusterbased=PGA device. EachclustercontainsN basiclogic

elementgBLESs), eachpossessin@ single look-up table/flip-flop
pair. Theclusterhasatotal of I inputsandO outputswhich con-
nect clusterlogic to the surroundinginterconnectiormatrix. In

[6] it wasdeterminedhatthe appropriateelationshipbetweenV

andl isI = 2N + 2. Unlessotherwisenoted,this architectural
relationshipis followedin subsequengxperiments.

In this papemwe extendthe Betzmodelto provide amoreaccu-
rateview of arangeof commerciaFPGAarchitecturedy provid-
ing an outputmultiplexer (OMUX) for clusteroutputsandallow-
ing for reducedanoutbetweerclusterinputsandinput multiplex-
ers (IMUX). In general,clusterbasedarchitecturege.g. Virtex,
Apex) containoutputmultiplexersto allow for flexible intercon-
nectionbetweenBLE outputsand channelwiring. While output
multiplexers are frequentlyfully populated(e.g. every BLE can
drive eachclusteroutput), input multiplexers may be eitherfully
(Altera Flex10K, Apex) or partially (Xilinx Virtex, XC5200)pop-
ulated. In this paperwe indicatethatthe fraction of clusterinputs
that can be connectedo eachBLE input by a parametet®; that
rangedetweerD andl.

Therelatively tight interconnecstructurefoundinsideclusters
offersopportunitiesor rapid,localizedfaultrecovery. Intra-cluster
faulttolerancecanbe achievzed both by attemptingto leverageun-
usedinputs on look-up tablesfor fault substitutionandby swap-
ping faulty BLEs with unusedfunctionalones. It will be shavn
thattheassignmenof clusterinputsto BLE inputsplaysanimpor-
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Figurel: BasicLogic ElementandLogic Cluster

tantrole in determiningthe feasibility of exchangingoneBLE for
anotherduringfaultrecovery.

3 RelatedWork

Our researchextends previously-reportedCAD techniquesfor
overcomingoperationalFPGA faults. The large majority of pre-
viousCAD approache this areahave focusedon recovery from
logic cluster(block) faultsratherthaninterconnectaults.In genef
al, theseapproacheeequirethefunctionalityof anentire clusterbe
reimplementedh anunusectlusterif afaultis detectedIn [13], a
faultrecorery approactfor logic block defectswasdescribedhat
resened sparerows andcolumnsof logic blocksto overcomein-
dividual block failures. While this approachallowed for recovery
with no requiredon-line device re-route,track width penaltiesas
high as 35% werereported. In [21], FPGA arrayswere divided
into a collectionof tiles, eachof which could be implementedn
oneof mary pre-compiledayouts. If alogic block fault within a
tile occurredanew tile configurationrwhich left theaffectedblock
unusedcould be substituted.Recently anincrementalplacement
approachwasdescribedhat useson-line min-maxpositioningto
quickly move faultylogic blocksto unusedievice blocks[11]. Not
only did thistechniqgueandmostotherblockmovementapproaches
requireincrementate-routefollowing placementits applicability
to coarse-grainedlusterbasedarchitecturess limited. Effectively
anentireclusterwould have to beremovedfrom useevenif afault
affectedonly anisolatedLUT or FF of a cluster

The presenceof interconnectfaults during device operation
generallyleavesincrementahetre-routeasthe only viablerecor-
ery alternatve. While rip-up andretry basedrouting for designs
routedfrom scratchhasbeenexploredfor nearly forty years[9]
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[16], only recentlyhassignificantinterestbeengivento recovering
previously-working route configurations. In [12], a re-routeap-
proachfor FPGAswasdescribedhatre-routesetsfollowing log-
ic blockmovement.This approachdid not considertheremoval of
previously-routechetsthatwereunafectedby thefault but formed
ablockageof awiring resourceequiredby thefaulty net,a poten-
tial impedimento successfutoutecompletion.

4 Fault Recorery Approaches

Our prototypesystemhasbeendesignedo considera seriesof re-
covery actionsfollowing detectionof a defectby afaultdiagnosis
system. In this sectionrecovery approachesire describedn the
contet of FPGA architecturallimitations. The recovery system
hasbeenautomatedo invoke the correctindividual recovery ap-
proachor combinationof approachedependingn thelocationof
the fault (logic clusteror globalinterconnectiandthe availability
of processingesourcesapableof participatingin therecovery ef-
fort (local systemor remotesite). Stuck-at,open,andshortfaults
areconsideredspotentialdevice defects . Specificfaultscanbedi-
agnosedvithin thelogic andinterconnecbf alocal cluster atthe
interface betweenclusters(channel-clustet/O switches,wires),
andin switchmatricesandwire sggmentsof routingchannels.

A goal of bothintra-clusterandinterconnect/clusteinterface
recovery is to useheuristicsthat have reducedalgorithmic com-
plexity in aneffort to supportimplementatioriocally on a micro-
processoof the fault tolerantsystem. Sincetheseheuristics tar
gettedto internalclusterfaults,arethe preferredrecorery mecha-
nisms,they aredescribedirst.

4.1 Overcoming Intra-Cluster Faults

Thefirst setof recovery approacheaddressewiire andtransistor
failuresin clusterinputmultiplexers,look-uptables andflip-flops.
Recwery techniquedor faultsin theselocationsattemptto take
adwantageof logical redundang by replacingfaulty LUT inputs
andBLEs with clusterresourceshatwereunusedby original de-
signmapping.



Look-up Table Input Exchange

Singlefaultsin BLE inputmultiplexers,LUT inputwires,andLUT
SRAM bits canleadto incorrectresultsbeinggeneratedby anin-
dividual look-up table. While mostFPGA look-up tablessupport
a maximumof four logic inputs,in mary casesfollowing tech-
nology mapping,not all four areused. This resultis illustratedin
Figure2 by the graphof LUT input usagefor thetenbenchmarks
listedin Tablel. Thesebenchmarksveretechnologymappecto
4-inputlook-uptablesusingFlowMap [8] configuredor areamin-
imization. In thefigureit is apparenthatover 40% of LUTs, on
averagecontainspareinputsthatareunused.As aresult,it may
be possibleto overcomefaultsin theseLUTs by permutingLUT
input pin assignmentso effectively eliminatedamagedesources
from theactive computeset.

For FPGA devicesthat containfull input multiplexer connec-
tivity (e.g. Altera Flex10K) the existenceof a spareLUT input
is sufficient to ensurethat the replacementUT input pin will al-
low connectionto the samecluster inputsasthe original. In the
caseof fractionalinput multiplexer population(e.g. F; # 1), LUT
input swappingrequirescheckingto determinef thereplacement
LUT input hasthe capabilityto attachto the sameclusterinputas
the original. Given a total of at mostn < 3 remainingfunction-
al inputs, a total of 3! = 6 possibleLUT input (andhenceLUT
programmingbit configurations)permutationscan be considered
to maintainLUT functionality while avoiding the fault. As anex-
ampleof aninput multiplexer configuratiorthatsupportsault tol-
eranceconsideBLE 1 andassociatethputsignalsin Figure3. In
this figurethe clusterinput signalsthatdrive theinput multiplexer
for aBLE input canbeidentifiedby the squaresttheintersection
of the clusterinputsandBLE inputs. In the caseof a BLE input
failurefor BLE 1, theremainingthreeinputscanbe configuredto
cover ary permutationof clusterinputsthatdrive the LUT. Since
the numberof clusterinput to BLE input permutationss small,a
quickenumeratiorf possiblecoveringpatternscanbe performed.

BasicLogic Element Exchange

While effective for someLUT failures,LUT input swappingon-
ly providesa limited fix for mary logic clusterfaults. In cases
of LUT outputfailure, BLE flip-flop failure,or full usageof LUT
inputs,logic clusterfunctionality canbe presered only by swap-
ping an entire BLE with an unusedone exhibiting similar intra-
clusterconnectity. As with LUT input swapping,the feasibility
of BLE swappingis dependenbn the connectiity betweerclus-
terinputsandBLE inputs. In generaliwo BLEs may be swapped
if the inputsof the faulty BLE andthe spareBLE connectto the
sameset of clusterinput signals. While this clearly is the case
for fully-connectednput multiplexers,thiscriterionrequiresatten-
tion to clusterto-BLE connectiorpatternsin the caseof partially-
populatednput multiplexers. An exampleconfiguratiorwhich al-
lows BLE swappingis shavn in Figure3. By examiningthefigure
it canbeseenthatBLE 1 hasthesamelLUT input connectiorpat-
tern asthe spareandthereforecould be swappedin asa replace-
ment. Theinputsof BLE 2 mustbe examinedmoreclosely how-
ever, to make this determinationln fact, thefunctionality of BLE
2 canbereconstructedéh thespareBLE if LUT inputsarepermut-
ed(e.g.BLE 2/inputl replacedy spareBLE/input4, BLE 2/input
2 replacedby spareBLE/input 1, etc.) andLUT programmings
modifiedto take the permutationinto account. If it is not known
apriori if aspareBLE cancover afaulty one,a full enumeration
of clusterinput to BLE input coveragecanbe performedprior to
swapping. It is assumedherethatthe spareBLEs arefault-freeas
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Figure3: Fault TolerantClusterinput Pattern

determinedy the previousrun of thefault detectionsystem.

In mary casest maynotbefeasibleor desirabldo sare aspare
BLE duringdesignmapping.For agivennumberof clusterBLEs,
N, andassociatedlusterinputs, 7, it is usuallypossibleto achieve
full BLE utilization throughclusterpacking[6]. In Section5, we
considerthe incrementalcostof addinga spareBLE to a cluster
andleaving this resourceunusedduring initial mappingasa way
of facilitating BLE swapping.

Cluster Input/Output Exchange

While LUT inputandBLE swappingcanbe usedto overcomein-

dividual faultsinsideclusters theseproceduresreineffective for

clusterinputwire, clusteroutputwire, or clusteroutputmultiplex-

er failures. Using techniquessimilar to thosedescribedor LUT

inputandBLE exchangeit is possibleto usespareclusterinput-
s or outputsas replacementgor faulty wire resources. In gen-
eral, the exchangemustbe madeso that channeltrack to cluster
input/outputconnectiity is presered, thus eliminating the need
for incrementahetre-route. As an example,in Figure3, inputb

couldbeexchangedor input f sincethey bothconnecto thesame
channetracks.

4.2 IncrementalRouting Approaches
In the event of interconnecseggmentfailure or if logic clusterex-

changeapproacheareineffective, incrementaloutingtechniques
areneededo re-connechnetsaffectedby faults. To maximizenet



R: Designnetsto bere-routed.
Maxlter: Maximumre-routeiterations.
Iter: Currentiterationnumber

Remove faulty nodesfrom routinggraph
Initialize H,, valuesto thosefrom initial route.
Add netsaffectedby faultsto R.
While netsin R > 0 and Iter < Maxlter
Order netshy boundingbox size.
For eachunroutednet
Maze-route netusingnodevaluesH,,, P,.
Update P, values.
Endfor
Update H,, values
Remove netswith no overusechodesfrom R.
Add netswith congestedhodesto R.
EndWhile

Figure4: IncrementaRoutingAlgorithm

routability, we have basedurrouteronthePathFinde10] negoti-
atedcongestioralgorithm,a widely-usedmaze-routingalgorithm.
PathFinderis a multi-iterationmazerouterthatre-routeseachnet
in sequencéor eachiteration. The routing searchfor eachnete-
valuatesa seriesof routingnodes(clusterpinsandwire sggments)
eachof which hasbeenassigneda nodecostvalue, ¢,,, basedon
thefollowing equation[7] [10]:

en = (1+ Hp)* (14 Py) @)

where P, is the present costof the node,basedon the num-
ber of netscurrently assignedo the node,and H,, is a history
costvalue indicating that a node, while perhapsuncongesteg-
resently wasoverusedduringoneor morepreviousiterations.By
performingmultipleiterationswith anon-decreasingistoryvalue,
shortest-patimetroutescanbe guidedaway from congestedievice
areado areaswith availableroutingresources.

While several incrementalre-routeapproachefave beende-
velopedto recover from interconnecfaults[12] [20], noneconsid-
ertheroutingcostparametersf theinitial routein makingre-route
decisions Our routerextendsthe original PathFinderapproachuy
usinghistoryvaluesfrom theinitial routeto guideincrementate-
route. Additionally, netsunafectedby operationaffaults may be
rippedup to remove blockageshat may inhibit routing for fault-
affectednets.

The outerloop of the routing algorithm usedto re-routenets
over multiple iterationsis shawvn in Figure4. Unlike traditional
PathFinderformulations,in our formulationonly a subsef nets
arere-routedn eachiteration. Following eachiteration,netsasso-
ciatedwith overusednodesaredesignatedor rip-up, history val-
uesareupdatedandripped-upnetsarere-routedin the following
iteration. We have found a maximumiteration countof about30
to be appropriaten determiningsuccesr failure of re-routing.
To achiere acceleratedoutingspeedanA* searchparametewas
addedto the PathFindercostfunction asin [23] [24] to promote
depth-firstsearchbehaior without loss of routing quality The
route sequencdor sourcesandsinksof individual nets,indicated
asMaze-routein Figure4, is describedn detailin [24].

Source| #BLEs # Clusters
N=1 N=4 | N=8
beastl0k | GEN 9800 9800 | 2456 | 1227
bubblesort | RAW 12293 | 12293 | 3074 | 1537
clma MCNC 8383 8383 | 2121 | 1056
elliptic MCNC | 3604 | 3604 | 903 | 453
ex1010 MCNC 4598 4598 | 1191 | 595
frisc MCNC | 3556 | 3556 | 892 | 448
pdc MCNC 4575 4575 | 1194 | 593
s38417 MCNC 6406 6406 | 1604 | 803
s$38584.1 | MCNC 6447 6447 | 1612 | 806
spla MCNC | 3690 | 3690 | 953 | 476

Design

Tablel: BenchmarkStatistics

5 Results

To judgetheperformancef ourfaultrecorery systemtenbench-
mark circuits, listedin Table1, wereused.Thesebenchmarksre
from the MCNC suite[26], the RAW benchmarksuite[4], anda
benchmarlcircuit generatof[18]. All experimentswererunona
366MHz Celeron-base®Cwith 256 MB of memory

To determinethe relative areataken up by inter and intra-
clustertransistors,designswere pacled, placed, and routed by
VPACK and VPR [7] using the minimum numberof logic clus-
tersandrouting tracksneededo successfullyimplementthe de-
sign. Device channelrouting segmentsconsistedof long-lines,
hex-lines, and single-lengthlines in the sameproportionaldistri-
bution as found in the Xilinx Virtex [2] architecture. An accu-
rate measurementf clusterandinterconnectransistorswas de-
terminedusing FPGA areameasuremenapproachesletailedin
[6] by usingthe trans_count tool developedat the University of
Toronto. The resultsin Figure 5 indicate an increasingfraction
of device areataken up by intra-clustertransistorsasclustersizes
increase.This finding motivatesour developmentof intra-cluster
recovery techniques.

In generalincrementake-routecould easily overcomesingle
segmentfaults, even using FPGAsthat containedthe minimum
numberof tracksperchanneineededo successfullyroutethecir-
cuit. In Figure 6, the importanceof using history valuesduring
incrementake-routeis shavn for designscontainingmultiple de-
signfaultsandinput multiplexer flexibility of F; = 1. Thecurves
represenanaveragepercentagef failuresacross0trialsfor each
benchmarlatspecifiedaultcounts.ln mary casesthenon-history
versionwould fail to completesuccessfullyfor evenasmallnum-
bersof faults.

Figure 7 shavs the averagetime neededo re-routea circuit
givenaspecificnumberof interconnecfaults. Thenearlyhorizon-
tal line correspondgo the amountneededo re-routethe device
from scratchfollowing afault. In casesvhereincrementate-route
with historyfailed, theincrementake-routetime wasaddedto the
from-scratchroute time in determiningthe average. For greater
than475faultsthis leadsto higheraverageroutetimesthanif only
from-scratchre-routeis performed.Not only is thefinding impor
tantfor faulttolerancebut it alsois directly applicableto the sup-
port of dynamicreconfiguratiorof circuits. Following placemen-
t modification, the incrementalre-routeapproachcan be applied
evenif thenumberof netsaffectedis in thehundreds.

As afinal step,all incrementatecovery approacheserecom-
binedinto an automatedCAD system. The following multi-step
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procedurewas applied 10,000times to a randomizedselection
of the placed-and-routedhenchmarkshat had been previously
mappedio FPGAs. Tamget FPGAsfor the initial andincremental
mappingscontainedthe minimum numberof tracksper channel
necessaryo completeroutingsuccessfully

Recwery stepswereasfollows:

1. Eachtransistorand wire in the tamget device is assigneca
specificnumberfor atotalof M potentialsingle-fwultpoints.

2. A randomnumbernumbergeneratorselectsone of the M
locationsasfaulty.

3. Thefaultrecovery systemdeterminesf thefault hasaffect-
ed the mappedcircuit. If the fault doesnot affect circuit
functionality no furtheractionis taken.

4. Dependingnfaultlocation,theappropriateecosery action
is determined.For logic clusterfaults,a progressiorof ac-
tion is performedif early actionsfail (e.g. LUT swap, fol-
lowedby BLE swap,followedby clusterinput swap, etc.)

Experimentsshaved that it was possibleto recover from al-
mostall 10,000casef randomizedsingle-fiult insertionwithout
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Figure7: AverageRe-routeTime Comparison
Action No SpareBLE | OneSpareBLE
% success % success
No action 36.4 34.6
LUT inputswap 9.5 11.2
BLE swap 0.1 22.4
Clusterl/O swap 3.7 7.0
Incrementale-route 48.1 24.4
Re-routefrom scratch 2.6 0.3

Table2: Fault Recwvery Effectiveness

reroutingfrom scratch.Thesel0,000casedlid not considerfaults
thataffectwirescorrespondingo globalsignalssuchaspowerand
clock nets. Table 2 shavs the percentagef time eachrecovery
approachwasusedsuccessfullyto overcomethe singlefault. Tar
getteddevicescontained4 BLEs percluster(IN = 4) andwereset
to an F; valueof 1. For resultsshavn in the seconccolumnof the
table(i.e. for “No spareBLE"), it wasfound thatdesignclusters
weregenerallyfully filled by initial packingsothatBLE exchange
waslargely ineffective. Even without this recovery action,incre-
mentalre-routewas needednly about50% of the time, limiting
the needfor the fault tolerantsystemto accesgemoteprocessing
resources.The numbersimprove significantlyif reserved cluster
resourcesn the form of two clusterinputs (in additionto the 10
original) anda spare(fifth) BLE areaddedto eachcluster These
resourcesemainunusedduringinitial designmappingandcanbe
deploedduringfaultrecoveryto take the placeof faulty resources.
Themostdramatichenefitof this additioncanbe seenn theincre-
mental re-route andBLE swap rows of thethird column. Sincethe
spareBLE canbe usedto overcomelogic clusterfaults,the num-
ber of casesn which incrementake-routeis neededdropsnearly
in half. On average the costof addingthe spareresourceso the
clustersincreasedverall device areaby about20% (5223transis-
tors per clustervs. 6251transistorsper cluster)for N = 4 and
by about8% (12297transistorsper clustervs. 13248transistors
percluster)for N = 8. Theseresultsindicatethatthe overheads
reducedastheclustersizeis increased.

It wasmentionedn Section2.3thatnotall FPGAdevices(e.g.
Virtex, XC5200) containfully-connectednput multiplexers. For
thesedevices, eachBLE input is driven by a fraction of cluster
inputs (definedin Section2.3to be F;). Oftenthe assignmenof
clusterinputsto BLE inputsis randomizedo increasehe number
of possiblerouting choices thusenhancingoutability. However,
asshowvn in Figure 3, for specific,periodicinput switch patterns,



LUT input, BLE, andclusterl/O swappingcanbe usedto guaran-
teesuccessfubxchangen the presencef singlefaults. To deter
mine the costof usingswitchesassembledh a swappableversus
randomizedpattern,a numberof experimentson the benchmark
circuits were performed. After performing placementand rout-
ing for designsmappedo deviceswith N = 4 BLEs per cluster
I = 10 inputsper cluster and F; = 0.5 it wasdetermineda 5-
10% areapenaltydueto increasedequiredtrack countexists for
the patternedrersusthe non-patternedwitch cases.

6 FutureWork

Severalfaultrecorery issuesemainfor future investigation.New
algorithmsthatcanquickly combineclusterinput, LUT input,and
basiclogic elementexchangeare neededo morethoroughlyex-
plorethe clusterre-implementationAdditionally, for practicalap-
plications theincrementatouterbasedn PathFindemustbeen-
hancedfor critical-pathdelayimprovementto limit the effectsof
post-recoery performancelegradation.

Thework outlinedin this paperin conjunctionwith new fault-
detectionalgorithmsfor clusterbasedarchitecturesdescribedin
[14], form the basisof an automatedfault diagnosisand recor-
ery systemfor commercialFPGAsthatis currently underdevel-
opmentat the University of MassachusettsOur end goal is to
be ableto detectandrecover from faultsin Xilinx Virtex devices
automaticallyusinglocal intra-clustemresourceswapping,remote
web-basegrocessingor incrementalrouting, and configuration
bitstreamgeneratiorusing Xilinx JBits. This completesystemis
currentlyunderdevelopment.
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