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Abstract| This paper surveys recent research re-

lated to IDDQ testing, particularly focuses on fault

models and test generation methods.

(1) The paper provides a taxonomy of fault mod-

els that have been studied in literature, and classi�es

these models into a small set of faults.

(2) The paper describes e�cient test generation

methods and fault simulation methods. Test com-

paction methods, including reduction of the total

number of test vectors and selection of IDDQ mea-

surement vectors, are also described.

I. Introduction

Logic testing has been widely used in industrial testing

environment for many years. However, it has become evi-

dent that for high complexity and high density digital cir-

cuits, many physical defects cannot be detected by logic

testing alone. Measuring quiescent current, IDDQ test-

ing, is now considered an important part of testing CMOS

circuits, because it can detect physical defects which do

not change output function but induce a large amount of

quiescent current to 
ow in the presence of a fault in the

circuit. The principal of IDDQ testing is based on the fact

that in a fault-free CMOS circuit the amount of quiescent

power supply current is negligible. Thus, if a physical de-

fect induces a large amount of current, then such a defect

can be detected by monitoring the current. Thus IDDQ

testing technique o�ers a global observation point for a

circuit under test. Another advantage of IDDQ testing is

that the IDDQ-based test generation is easier than logic

testing. Since IDDQ measurement point is a global ob-

server, in IDDQ test generation, unlike logic testing, the

propagation of a fault e�ect is not necessary.

Researchers have studied several problems relating to

IDDQ testing, such as fault simulation, test generation

and test compaction. Many papers have appeared in the

journals dealing with IDDQ testing (see list of references

at the end of this paper) including a special issue on

IDDQ testing by Journal of Electronic Testing: Theory

and Applications (JETTA) in 1992, a collection of papers

on bridging faults and IDDQ testing by Malaiya and Ra-

jsuman [24], and books on IDDQ testing by Rajsuman

[27] and by Charkravarty and Thadikaran [7]. Actually,

there are lots of approaches proposed to various problems.

Thus this paper describe problems discussed in recent pa-

pers and presents directions and solutions for problems

on IDDQ testing.

The paper contains the following topics.

1. Fault model: We describe stuck-at, open and bridg-

ing fault models. From the point of view of fault

location, fault behavior, fault equivalence and con-

tainment relation, a taxonomy of each fault model is

provided. Moreover fault extraction is discussed, be-

cause it is an inevitable problem for test generation.

2. Test generation: At �rst, we describe fault simula-

tion methods which are able to deal with a large

number of bridging faults. Test generation methods

for intra-gate shorts and bridging faults for combina-

tional and sequential circuits are provided. Recent

researches are tabulated and e�cient techniques for

various purposes are described. Additionally we de-

scribe test compaction methods that reduce the total

number of test vectors and the number of IDDQ mea-

surement vectors.

This paper is organized as follows. In Sections II, we

provide a taxonomy of fault models and summarize the

fault extraction issues that are used to keep the problem

tractable. In Section III, we describe fault simulation,

test generation and test compaction methods. The con-

clusions of this paper are stated in Section IV.

II. Fault model

A. Stuck-at faults

In IDDQ testing, as in logic testing, stuck-at faults

(SAF) have been often considered [1, 11, 20, 33]. Kondo

and Cheng have classi�ed SAFs into the following three

types based on the logical behavior of the fault [20].

� Leakage stuck-at fault (LSAF): A faulty line has a

same value as fault-free value, if the fault is activated.

� Pseudo stuck-at fault (PSAF): A faulty line has a

stuck-at value, if the fault is activated.

� Generalize stuck-at fault (GSAF): A faulty line has

an unknown value, if the fault is activated.



TABLE I

Classification of bridging faults

<SL, SL> <SL, IN> <IN, IN> <SL_IN, SL_IN>
a. Same transistor - - 0. LE -

b. Same gate 1. ITRA-BF 2. ITRA-SSI 3. ITRA-ISH 10. ITRA-SH

c. Di�erent gates 4. ITER-BF 5. ITER-SSI 6. ITER-ISH 11. ITER-SH

d. b_c 7. TBF 8. GSSI 9. GISH 12. USH

LE: leakage fault ITRA: intra-gate ITER: inter-gate

TBF: two-line bridging fault SSI: short between a signal line and an internal node

ISH: internal short SH: short

GSSI: global SSI GISH: global ISH USH: universal short

B. Open faults

Detectability of open faults has been analyzed by Singh

et al. [31], where open faults are classi�ed into �ve types.

In this paper, open faults are classi�ed into three types

(see Fig. 1).

� Gate-input open: This locates at an input-line of a

logic gate. It causes opens at both PMOS and NMOS

transistors, and it is detectable by IDDQ testing as

well as logic testing.

� Transistor-gate open: This locates at gate of a tran-

sistor. It is detectable by IDDQ testing, but di�cult

to detect by logic testing.

� Source-drain open: This locates at source or drain of

a transistor. It is di�cult to detect by IDDQ testing,

but easy by logic testing.

gate-input open

source-drain open

transistor-gate open

A

B

Y

VDD

GND

Fig. 1. Example of open faults

C. Bridging faults (BF)

In test generation for IDDQ testing, bridging faults

(BFs) have been often considered as target faults. In pre-

vious literature, many di�erent types of BFs have been

considered and di�erent terminologies have been used to

describe these faults. Some of the more prevalent ter-

minologies are: two-line bridging faults, internal shorts,

external shorts, inter-gate shorts, intra-gate shorts, and

leakage faults. In this paper, we de�ne a BF as a short

between two nodes, and denote a BF between node a and

b as < a; b >. With this simple de�nition, BF model can

represent various types of faults by an appropriate choice

of set of nodes in the circuit as explained below. We clas-

sify BFs with respect to nodes and location of the fault.

First we de�ne a node to be one of the following two types:

� Internal node (IN): gate, source, drain, substrate (

VDD, GND )

� Signal line (SL): input of a gate, output of a gate

Next we classify location of the two nodes, forming a BF,

into the following three classes:

� In a same transistor

� In a same gate

� Between di�erent gates

Based on the above de�nition and the division of nodes,

classi�cation of all BFs is shown in Table I. The sec-

ond to fourth columns of this table show BF between SL

and SL, SL and IN, IN and IN, respectively. The �fth

column shows BF between arbitrary nodes. The con-

tainment relation between all possible BFs described in

Table I is shown in Fig. 2 and as follows. ITRA-SH

contains ITRA-BF, ITRA-SSI and ITRA-ISH. ITER-SH

contains ITER-BF, ITER-SSI and ITER-ISH. The rows

a; b; c show BFs in a transistor, in a gate, and between dif-

ferent gates, respectively. The row d represents arbitrary

BFs in a circuit. TBF contains ITRA-BF and ITER-BF;

GSSI contains ITRA-SSI and ITER-SSI; ITRA-ISH con-

tains LE; and GISH contains ITRA-ISH and ITER-ISH.

In this classi�cation, USH is the largest class, which con-

tains all other classes of BFs. Hence, USH contains BFs

between arbitrary pair of nodes.



When the detection of BFs is discussed from the point

of view of logic behavior, the following condition is often

used. A BF is detected by IDDQ testing if the two nodes

that are bridged (shorted) have opposite logic values, (0,

1) or (1, 0). Further, it is often assumed that in the faulty

circuit two nodes that are physically connected have a

same logic value. This assumes that a short to be an ideal

short with 0 ohm resistance. Under this assumption, the

set of internal nodes contains the set of all signal lines,

therefore, ITRA-SH is equivalent to ITRA-ISH, ITER-

SH is equivalent to ITER-ISH, and USH is equivalent to

GISH.

ITRA-BF ITRA-SSI ITRA-ISH

ITER-BF ITER-SSI ITER-ISH

ITRA-SH

ITER-SH

TBF GSSI GISH

Fig. 2. Containment relation of fault models

D. Fault extraction

Choice of a fault model is only one aspect of the test

process. Which faults should be included in a fault list

is important as explained below. If target faults are se-

lected based on ITRA-SH model, the number of all possi-

ble faults is proportional to the number of gates in the cir-

cuit. But if TBF, ITER-SH or USH constitutes the target

faults, the number of all possible faults is proportional to

square of the number of gates or signal lines. Thus, when

any one of 4th to 12th classes of BFs in Table I are tar-

geted, algorithms must be developed with consideration

of the number of extracted faults.

Following di�erent fault extractions have been re-

ported.

1. Extraction based on layout information

2. Extraction of all possible faults

3. Random extraction from the set of all faults

Most recent papers on IDDQ test generation are listed in

Table II along with the fault models used in these papers

based on the terminologies developed by us above and

the terminologies used by the authors. This table also

lists the extracted faults.

III. Test generation

A. Fault simulation

As an e�cient technique to calculate fault coverage of

BFs, node partition technique has been used in [3, 4, 13,

17, 21, 22, 29, 32]. This technique simulates only a fault

free circuit, and thus a large number of target faults can

be dealt with. Moreover required memory space is pro-

portional to the number of nodes of BFs. First all nodes

are contained in one set. During fault simulation, sets

of nodes are partitioned according to the signal values at

nodes on application of each test vector. Consequently

every set contains nodes which take same values for ev-

ery test vectors. It is found that a BF between nodes in a

same set is not detected because they do not take opposite

values for any test vectors.

For fault diagnosis or test compaction, it is required to

�nd all the test vectors which detect a target fault. If se-

quential circuits are target for such an objective, fault sim-

ulation should be performed with considering the propa-

gation of e�ects of faults. By the simulation technique in

[14, 16, 20], the value at faulty site is changed to X (don't

care ) when the fault is activated, and e�ect of the fault

is propagated to the later timeframes.

B. Test generation for intra-gate shorts (ITRA-SHs)

When target faults are ITRA-SHs, test generation tech-

niques for SAFs are e�cient. It is known that test vec-

tors which detect all detectable SAFs also detect all the

detectable ITRA-SHs [17, 25]. For example, all the de-

tectable ITRA-SHs in a 2-input NAND gate are detected

by test vectors that set (0, 1), (1, 0) and (1, 1) at the two

inputs. In previous literature, complete fault coverage

is obtained for every ISCAS'85 benchmark combinational

circuits [29].

However, occasionally a test vector that set (0, 0) may

be necessary. For example, it is necessary when a high

resistive short between the output of 2-input NAND gate

and GND is considered. This is because large IDDQ is

induced when both PMOS transistors are turned on, al-

though smaller IDDQ is induced when only one PMOS

transistor is turned on. Input vector (0, 0) may be also

necessary for fault diagnosis. The amount of IDDQ is

di�erent between input vector (0, 0) and (0, 1) when a

resistive short between the output of 2-input NAND gate

and GND exists [12]. In general, higher amount of IDDQ

is induced when input vector (0, 0) is applied, because

the output is connected to VDD with lower resistance,

In [19], PODEM-based test generation is performed for

input fault model. Input fault model is one of functional

fault models of logic gates. Under this model, 2k input

vectors are generated for a k-input gate. All the faults

which change the function of a gate are detected by 2k

input vectors. Obviously ITRA-SHs are covered by input

fault model.

C. Test generation for two-line bridging faults (TBFs)

It is found that random testing is e�cient for testing

TBFs [17, 28, 29]. But to obtain complete fault coverage,



TABLE II

Fault models in recent papers

authors fault (our

terminology)

fault (authors' terminology) extracted faults

Chakravarty &

Thadikaran [3]

TBF two line single BF all

Dalpasso et al. [10] TBF TBF random sample

Chen et al. [9] TBF BF layout

Isern & Figueras[17] ITRA-SH, TBF internal-SH, external-SH all

Mahlstedt et al. [23] ITRA-SH, TBF LE, ITRA-SH, inter-gate short library-based, layout, random

sample in experiments

Reddy et al. [29] ITRA-SH, TBF internal-BF, external-BF all

Higami et al. [13] ITRA-SH, TBF internal-BF, external-BF all

Bollinger & Midki� [2] USH ITER-BF, ITRA-BF layout (Carafe[18])

Chakravarty &

Thadikaran[5, 6]

USH BF all

Lee et al. [21] USH TBF all

Thadikaran et al.[32] USH metal-BF, all-BF, extracted-BF all, topologically close pair

Maeda et al. [22] USH internal-SH external-SH all

deterministic test generation is required for remaining un-

detected faults. One approach is to add an XOR gate. Let

< a; b > be a target BF. XOR gate is added such that a

and b are inputs of the gate, and the output of the gate is

an primary output. A test vector is generated to detect

stuck-at-0 fault at the output of this XOR gate. If no test

vector detects this stuck-at-0 fault, then BF < a; b > is

recognized to be undetectable.

Another technique to identify undetectable BFs is to

compare functions of two signal lines. This can be im-

plemented by using BDD [17]. If both functions of signal

lines a and b are equivalent, then a and b always take same

values and BF < a; b > is recognized to be undetectable.

For TBFs in sequential circuits, random test vectors

are also e�cient. However, high fault coverage of TBFs is

not always obtained by applying uniform random vectors

for sequential circuits. One reason is that application of

uniform random vectors to sequential circuits often leaves

many 
ip-
ops in the circuit unchanged. In such a case,

weighted random vectors are e�cient [13, 22]. \Weight"

at each primary input is determined such that the fre-

quency of logic 1 at each 
ip-
op approaches 50%.

We present a list of recent papers on test generation in

Table III, where target faults, types of target circuits and

applied techniques are brie
y described.

In previous literature, 100% fault e�ciency is obtained

for TBFs in every ISCAS'85 benchmark combinational

circuit [29]. For sequential circuits, 100% fault e�ciency is

di�cult to obtain. Lee et al. used genetic algorithms [21],

Thadikaran et al. used test generation method for stuck-

at faults [32], and Maeda et al. used weighted random

vectors and test generation method for stuck-at faults [22].

In these three papers, USHs are target faults.

D. Test compaction

In order to reduce test application time and memory

space to store test data, it is important to reduce the

number of test vectors.

Several e�cient test compaction techniques for com-

binational circuits have been proposed. Reverse order

simulation is a simulation technique with applying test

vectors in the reverse order, i.e. the last generated test

vector is applied �rst [19, 29]. This may make earlier gen-

erated test vectors unnecessary. This technique is simple,

easy to implement and e�cient for reducing test vectors.

Regeneration of test vectors based on essential fault in-

formation has been proposed in [19]. Essential fault is

de�ned as a fault which is detected by N or less num-

ber of test vectors among a generated test set, where N

is pre-speci�ed. A test vector is regenerated so that it

detects more essential faults. As a result, a test vector

which detects no essential faults becomes redundant, and

it is removed. Iterative improvement by changing one bit

has been proposed in [30]. This technique is simple and

easy to implement. Random vectors are used as seeds,

and the value at a primary input is inverted for one bit

by one bit as long as at least one new fault is detected by

a new test vector.

Test compaction techniques for sequential circuits have

been proposed in [15]. The paper includes following �ve

techniques; removal of inert subsequences, replacement

of inert subsequences, removal with partial substitution,

conditional removal of fault-detecting subsequences, con-

ditional removal of inert subsequences. The techniques



TABLE III

Test generation (recent papers)

authors fault circuit technique

Kondo & Cheng [20] SAF seq TPG for SAF

Chen et al. [9] TBF seq TPG for SAF, genetic algorithm

Dalpasso et al. [10] TBF comb SPICE, BDD

Isern & Figueras[17] INTRA-SH, TBF comb TPG for SAF

Reddy et al. [29] INTRA-SH, TBF comb random tests, TPG for SAF

Mahlstedt et al. [23] INTRA-SH, TBF comb random tests, deterministic TPG

Higami et al. [13] INTRA-SH, TBF seq weighted random tests

Bollinger & Midki� [2] USH comb modi�ed PODEM

Lee et al. [21] USH seq genetic algorithm

Chakravarty & Thadikaran [6] USH seq random tests, TPG for SAF

Thadikaran et al.[32] USH seq TPG for SAF

Maeda et al. [22] USH seq weighted random tests, TPG for SAF

seq: sequential circuit comb: combinational circuit

remove or replace inert subsequences as long as the state

transition of a remaining test sequence is preserved. The

fourth technique investigates if faults detected by a re-

moved subsequence are also detected by a remaining test

sequence. If all the faults are detected by a remaining test

sequence, then a fault-detecting subsequence is removed.

Since measurement of IDDQ is a time-consuming pro-

cess, reduction of IDDQ measurement vectors is more ef-

fective for reducing the total testing time. Therefore a

method to select a small number of IDDQ measurement

vectors has been proposed in [5, 6, 8, 14, 16, 20, 26]. Tar-

get faults are USHs in [5, 6, 14, 16], LEs in [8, 26], and

SAFs in [20]. The problem of selecting minimum IDDQ

measurement vectors can be formulated as a SETCOVER

problem [5, 6]. To solve the problem, a method using a

detection matrix is e�cient [14, 16]. A detection matrix

gives the information on the detectability of each fault

by each test vector. Although a detection matrix is e�-

cient for selecting IDDQ measurement vectors, large sim-

ulation e�ort is necessary for obtaining it. Moreover if a

sequential circuit is a target, fault simulation must be per-

formed with assuming the presence of faults. In a method

of [14, 16], test vectors are classi�ed based on essential

fault information, and target faults for such simulation

are selected by a heuristic technique. As a result, a small

number of IDDQ measurement vectors are selected by a

reasonable simulation time.

IV. Conclusion

In this paper we described several problems on IDDQ

testing, particularly on fault models, fault simulation, test

generation and test compaction, and we provided e�cient

methods among recent research. Although BF model has

been considered in much of the literature, it often means

di�erent faults to di�erent researchers due to lack of uni-

form terminology. We classi�ed BFs with respect to the

node set in a circuit and provided relations between di�er-

ent types of faults. We explained some of the techniques

used for fault simulation and test generation. Since one of

the important problem on IDDQ testing is to reduce test-

ing time, we discussed techniques to reduce the number of

test vectors and also the number of IDDQ measurement

vectors.

In previous research most problems pertaining to

combinational circuits testing have been solved, high

fault coverage for SAFs, ITRA-SHs and BFs have been

achieved, and compact test sets have been obtained. How-

ever, many of these problems for sequential circuits are

still unsolved. In particular, the problems of sequentially

untestable fault identi�cation and testing time reduction

require additional research and concerted e�ort.
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