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Abstract 0 This paper proposes to use voltage-scaling (VS) minimize Powel(W, V) (1)
and gate-sizing (GS) simultaneously for reducing power subject to Delay(W, V) < Tepec
consumption without violating the timing constraints. We present Vi = Viigh O Vigy , [ gatei

algorithms for simultaneous VS and GS based on the Maximum- ) L ;

Weighted-Independent-Set problem. We describe the slack Maxsge= w; 2 Minsizdi), O gatei

distribution of circuit, completeness of gate library and where bothPower and Delay are functions of gate size®V) and

discreteness of supply voltage, and discuss their effects on powersupply voltages\), TepeciS the timing constraintd/pgn and Ve, are

optimization. Experimental results show that the average power two supply voltagesy; andw; are the supply voltage and size of gate

reduction ranges from 23.3% to 56.9% over all tested circuits. i , respectively, andMinsiz€i) and Maxsizéi) are given by gate
library.

The remainder of the paper is organized as follows. Section 2
discusses the delay and power modeling with both VS and GS.

Section 3 describes the basic algorithm for VS and GS based on the

Because of the increased circuit density and speed, the PONY&Limum-Weighted-Independent-S@AWIS). In Section 4, we

dlss_lpatlon has emerged as an Important consideration in C'r_qmestigate the simultaneous VS and GS for power optimization.
design. A lot .Of efforts on power reduction have bee_n made at varigy ally, experiment and conclusion are given in Section 5 and 6,
levels of design abstraction (such as system, architectural, logic 38 bectively

layout levels). Considering the fact that the charging/discharging o
capacitance is the most significant source of power dissipation in
well-designed CMOS circuits, most research work optimize the
power by reducing some or all of three factors: supply voltage
loading capacitance and switching activity. In this work, we ar
interested in power optimization by reducing both supply voltage an

loading ce.1pa(:|tance. . . A. Timing Model
Reducing supply voltage, @oltage scalingVS), promises to be

an effective low-power technique because the dynamic power |, most standard-cell libraries, the gate delay is defined as
consumption is quadratically related to supply voltage [1-7]. The

major overhead in using different supply voltages in a circuit is the d c Ii.oad (2)

I. INTRODUCTION

II. TIMING AND POWERMODELS

" In this section, we will give the timing and power models and
[scuss the delay/power change with VS and/or GS.

. N k X .= 7. + C.
additionallevel convertersequired at the interface and layout design. : ' w

For this reason, it is advisable to restrict oneself to dual-voltage 7 is the intrinsic delayw; and ¢!  are size and load
approach where only two different supply voltages are available for Load

power optimization (throughout the paper, VS means dual-voltagapacitance of gaierespectively, and; is a constant. The load drive
approach). Unlike VSgate sizing(GS) is a well-known technique Capability of gate increases wittw; . The internal capacitantef
which targets power optimization by reducing load capacitanc@atei, however, varies almost linearly with. These together keap
Several approaches have been published [8-12]. almost independent af; . C/_, is determined by the size of fanout

From a general point of view, reducing either supply voltage gates and wiring capacitance, i.e.,
physical size of a gate, at logic level, leads to the gate delay increase .
which implies the decreased slack time. In this sense, VS and/or GS Cloas =Cuie *C W (3)
can be effective for delay-constrained optimization only if the given 1nFe @)
circuit has significant timing slack available in some or all of itashereFO(i) is the set of fanouts of gateandc is a constant. When
constituent gates. Because of the discrete natungppfysvoltage (or ignoring the wiring capacitance, (2) can be rewritten as
gate sizes), VS or GS alone tends to leave more slaukilized
preventing effective power reduction. This fact motivates us to find d;
the best combination or simultaneous application of VS and GS for
low power design. More recently, an approach of using GS to credfeere k, = ¢ [t,. Basically, (4) indicates that a larger gate is
new timing slack for VS was reported in [13]. However, essentialfgquired for the delay reduction if it drives more fanouts.
GS and VS were done separately and locally in the algorithm. Furthermore, it has been shown in [14] that the gate delay at supply
In this paper, we deal with the problem of reducing powspltageVyyis approximately proportional tVyq/(Vaq — Vi)% where
dissipation of a technology-mapped circuit under the timing
constraints by using simultaneous voltage scaling and gate sizin
Our optimization problem may be described as

=71, +Kk; w; [ w, (4)
iofo (i)

q’he internal capacitance includes the internal cell wiring, parasitic and
internal channel capacitance. For good cell layout, we can assume that the
internal capacitance is dominated by effects proportional to cell size.



V, is the threshold voltage, atkds a constant. Assumirdgy in (4) is

the delay aWg,, the gate delay with sizg and supply voltag¥, is Wi1
given by In
di(w;,V;) =(1; +k w [fw;) O, (5)
iofo (i) W,
Wiz N\
— V, (Vhigh _Vx)z . .
where a; = ~ 0 I2 )
(Vi - V) Vhigh -]
For the purpose of VS/; can be eitheWpign O Vo . From (5),
reducing supply voltage results in increased delay of the gate, while Jn
reducing gate size does not always degrade the delay. The reason is — | W

that the loading and, hence, the delay of its fanins decreases with the
reduced size of this gate.

Fig. 1. Delay/power with gate sizing
B. Power Model

If we define theweight function g, , for gatei as the average

The average dynamic power consumption for gatgiven by power saving per unit delay penalty, we have
P, =05fV?CE OCi + Clou ) (6) g’s = APY® /AdY® and g
I I I 11
wheref is the clock frequencyy, is the supply voltageg; is the g =AP®S/Ad® |if AdSS >0 5 1)

switching activity, ¢! = _is the internal capacitance of gate, . .
¢ V:Ci = clw, P 9801 vs and G, respectively. It should be noticed kS may be

i,andC |, is as defined earlier. It can be seen that reducing then_positive. The negative value 58S indicates that down-sizing
size of gatd leads to the saved power consumption of both gateof gatei will lead to the decrease of both power and delay. In this

itself and its fanin gates. case, one can obtain the power reduction by GS on this gate without
delay penalty. This leads us to defimg®S = AP,SIM — AG®S), if
C. Weight Function on a Single Gate Ad®S< 0, whereM is a positive constant large enough to separate the

case with positive Ad®® from that with non-positive Ad®S
Having established the relations between delay/powetuitively, gates with high weight are better candidates for VS or
consumption and both of gate size and supply voltage, we n&®.
discuss the possible delay change and power saving when GS or VS

is performed on a single gate. Let us first look at GS by considering a I1l. BASIC ALGORITHM
gatei with n fanins as shown in Fig. 1. If gatés down-sized byw;
=w; —w; >0, wherd’ is the largest gate (with the saffiumction as Traditionally, a technology-mapped circuit is modeled as a

i) whose size is smaller thanin library, from (5), its delay increases directed acyclic graphG , where each node (edge) corresponds to a
by Awd&Ew; /(W -Aw)) and the delay of itanth fanin gate (signal net) of the circuit. If the circuit initially meets the timing
decreases bfw; @ Emn/Wm, 1= m< n. The net effect of GS on delay constraints, we have slack tirsg) = 0 for eacmodei . The problem

will be the delay penalty which, in the worst case, is given by is how to assign the slacks to nodes/edges such that the initial slacks
K W can be fully exploited for power optimization [15]. A typical
es _ ifoay k. [Aw, approach for the slack assignment is Ziseo-Slack-Algorithni16].
Ad™ = W (W, — Aw) [Dw; Lor; _@m'QnTme (7) " However, the algorithm is not able to take into account the discrete
s ' Im nature of node delay in VS/GS technique. In this section, we will

The negative delay penalty implies that the delay improves with gatescribe a basic algorithm for VS and GS. First, we have the
down-sizing. The power reduction due to down-sized paegiven following definitions.

as: Definition 3.1 A gate (node) is calledresizableif (a) w; >
n . . . . . . . . .
AP®S =05f [&[Aw V2 [E + Y V? [E. ) 6) Minsiz€i) , wherew; is the current size of gate andMinsiz€i) is
: ' P g e the smallest size of all gates, in gate library, which have the same
where the first term is the power saving of gatiéself, and the function as gate and (b)s(i) ZA_diGS, wheres(i) is the slack of gate
second termaccounts for the power reduction of its fanins due tendAd®®is the delay penalty given by (7).

their reduced load capacitance. Definition 3.2 A gate (node) is calledscalableif (a) Vi = Viign,

On the other hand, if we do VS for gatethe resulting delay whereV; is the supply voltage of gateand (b)s(i) = AdYS where

penalty, independent of its fanins, can be obtained, again from (5), AdSis the delay penalty given by (9).

v Vi, an—Vo)? Definition 3.3 A transitive closure grapks; = (Q;, E;) of graphG
A= +k Y w /W.)Bl(v RYICEERY ) © is a directed graph such that there is an edgg)(d E; if and only if
IR0 tow Tt high there is a directed path from nad®oyin G .
From (6), the resulting power reduction is: Definition 3.4 An object graph G, = Q , Ey), is an induced

AR =05f V.2, —Via

low

)IE, OC! +Cl...) (10) subgraph of5; on a subse® 0 Q; such that there is an edge, ) O
Eqif (x,y) OE;,Ox,yOQ.



Let Q, be the set ofesizablenodes. Any node O Q, may be need to construct the object graph@n= Q, O Qs . Particularly, if
singly down-sized without violating the timing constraints. Irany nodei is bothresizableandscalable(i.e.,i 0 Q, n Qy), it is
general, however, not all nodes@n can be down-sized at the sameassigned the weight ohaXg'S g% and down-sized or voltage-
time. The reason is that, once a gate is down-sized, the slack of offaailed accordingly so long as it is in MWIS of the object graph. By
nodes inQ; may be reduced and, hence, they may turn out to be madifying the GS algorithm, we give the algorithm for simultaneous
longer resizable Similarly, if we useQs to represent the set of VS and GS as follows.
scalablenodes, not all nodes iQ; can be selected to work %,
without violating the timing constraints. Formally, we have th&IMULtaneous-VS-and-GS-Algorithm (circuit, timing-constraints,
following lemmas (their proofs are omitted for brevity): gate library, two supply voltagges

Lemma 3.1 The Maximum-Independent-S@uIS) in the object begin o
graph onQ; (or Q) is the maximum number of nodes which can be calculate the delay, slack for all nodes in ciro(@);
down-sized (or voltage-scaled) simultaneously with a guarantee thatidentify Q- and Qs;
the timing constraints are met. do

Lemma 3.2When each node in the object graph is associated with for each nodeQ = QU Q

its weight functionthe maximum power reduction can be achieved if
we select all nodes in théMaximal-Weighted-Independent-Set
(MWIS) of the object graph o@; (or Q) for gate sizing (or voltage
scaling), while maintaining the timing performance. The power
reduction ismaximumin the sense that no other subsets can generate
more power saving.

Each time all nodes in MWIS are down-sized (or voltage-scaled),

the node slack, weight and object graph are updated and the new

MWIS is found again. This process repeats uti(or Qs) is empty.

It should be pointed out that the MWIS problem is NP-complete on
general graphs. It is, however, polynomial-time solvable for transitive
graphs [17]. A formal description of the GS algorithm is given below
(the VS-algorithm is similar and hence omitted).

GS-Algorithm (circuit, timing-constraints, gate librajy
begin
calculate the node delay, slack for all nodes in the cif@)it
identify the set of resizable nod&s;
do{
assign the weight functiorgiGS , to each node7 Q; ;

construct the object grapkg, , onQ; ;
find MWIS 06y ;

down-size each node in MWIS
update the node slack a@;

Ywhile (Q, #7)

end end

Experimental results and further discussions on the above
algorithm (together with the VS-algorithm) will be given later on.

IV. COMBINATION OF VOLTAGE SCALING AND GATE SZING

if (I0Qs—(Qr n Qs))
then weighti) = g\"°; flag(i) = To-Be-Scaled
end if
if (iDQr_ (Qr n Qs))
then weighti) = gGS; flag(i) = To-Be-Resized
end if
ii0Qr n Qs)
then weight(i) = max{ g°, g°°}:
if(g7® >g7)
then flag(i) = To-Be-Scaled
else flag(i) = To-Be-Resized
end if
end if
end for
construct the object graplg, , onQ = Q, 0 Qs;
find MWIS of G ;
for each node j iIMWIS
if (flag(j) = To-Be-Scaled
then reduce the supply voltage of node j
else down-size node;j
end if
end for
update the node delay, sla€k,andQs;

}while (Q' 0 Q9% 7)

B. Slack Distribution of Circuit

As we mention earlier, the effectiveness of VS or GS depends
upon how much slack is available for all gates of the given circuit.

While the VS is basically related to supply voltages, the GS This availability can be approximated by giack distributionwhich
based on gate library. One can’t conclude that one is more effectimeans the number of gates with specific slack (or within specific
than the other without looking at given supply voltage, gate librargnges of slack). To normalize the slack distribution of a circuit
and the circuit to be optimized. In this section, we deal with thguantitatively, we introduce thelack expectationwhich is the
simultaneous VS and GS problem, and discuss how both of VS awkrage slack over all gates in the circuit, i.e.,
GS are affected by the specific circuit, supply voltage and gate ZSN h

library. slack— expectation= T
wheresis thei-th slack value (normalized to the longest path delay)
The VS and GS can be combined in one of three ways: #8dn; is the number of gates with slagR. Given a timing model,

followed by GS, GS followed by VS and simultaneous VS and Gtheslack distributionand, henceslack expectatiosan be determined
From discussions in Section 3, it is straightforward to carry out firby both the topologic structure and timing constraints of the specific
two combinations. In order to perform simultaneous VS and GS, wicuit.

12
A. Simultaneous VS and GS



After VS or GS optimization which generally results in the delay V. EXPERIMENT AND DISCUSSION

penalty, the number of gates with small slack increases while the . . .

number of gates with large slack decreases. This leads to the reduced/® implemented our algorithms for VS, GS, and simultaneous VS
slack expectatiarideally, as a result of power optimization, tieck and GS under SIS environment [18]. Experiments were carried out on
expectationtends to be zero. However, the discrete nature of gdte>et Of MCNC benchmark circuits using some combinations of VS
library and/or supply voltage may leaves some gates with positive @td GS: single VS, single GS, VS plus GS, GS plus VS, and
even large) slack. The reason that those with large slack can pifutaneous VS and GS. Before running our algorithms, we
further contribute to power reduction is because they have bd¥{formed technology mapping on the given circuit under minimum
scaled t0Vi,, and/or down-sized to their minimum sizes. A goodl€ldy mode with SIS and then used this delay as the timing

optimization tool should take full advantage of slacks in speciftonstraints. The power consumption was estimated based on the
circuits. clock frequency of 20MHz, threshold voltage of 0.6V and supply

voltage ofVyig, = 5.0V andV,,, = 3.5V (unless otherwise stated).

C. Completeness of Gate Library First, we run our VS, GS, and simultaneous VS & GS algorithms
using a standard cell library (witlplobal-completeness 0.08, and
The GS is strongly related to the underlying gate library. In ordecal-completeness 0.78§. The average power reductioaver all

to find the optimal solution using G&hen and Sarrafzadehfirst  tested circuits is 6.6% for GS, 19.5% for VS and 23.3% for

proposed the notion afomplete libraryin [10]. A complete library simultaneous VS & GS (specific data will be shown later). As an

implies that, for each type of gate, there is sufficiently large numb@x¥ample, Fig. 2 shows the power reduction and slack distribution for

of cells available with different size and delay. In real designs, it @cuit 9symml before/after optimization. Before optimization, its

impossible and unnecessary to create a complete library. Jlack expectatioran be estimated a&s"m / £ n; = (16x0.005 +

characterize a library, we introduce twmmpletenessf library which  1x0.04 + 1%0.075 + 6%0.15 + 9%0.3 + %0.7) / 200 = 0.233. By

is used to measure both the number of cells and the maximum sizeilar calculation, theslack expectationsafter GS, VS and

difference between cells in the library. Quantitatively, we use thlsmultaneous VS & GS are 0.154, 0.112 and 0.103, respectively. It

global-completenessof library to measure the maximum sizecan be seen that the slack expectation gets smaller as more power

difference for eachypeof gate: reduction is obtained. The maximum power reduction of 16.1% is
achieved by the simultaneous VS and GS, and the final slack

) @3 expectation reaches the minimum value of 0.103.

To see how the underlying library affects power optimization, we
In extreme case wheldaxsizgpe = », the global-completeness will used different libraries with differertompletenessor the testing
be 1, meaning the gate library déobally complete. In contrast, we purpose. Table | summarizes the results with four libraries (library A,

use thdocal-completenes® measure the number of cells in library: B, C and D). Library A is the least complete library wgtobal
completenessf 0.08 andocal completenessf 0.78. Library D is the

) 14 most complete one of four libraries. It can be seen that, for most
pe circuits (exceptd), the GS is less effective than VS when library A is
whereNumy,. is the number ofype cells in the library. In extreme used. The effectiveness of GS, however, improves as a more
case whereNumy,e= , any size will be available ranging from complete library is used. For example, in the case of library D, the
Minsizg,pe to Maxsizgue , making the librarylocally complete. average power reduction of as high as 51.2% is achieved using GS
Intuitively, high (global or local) completeness of library facilitates
GS for power optimization with increased computation time.

Minsizg,,
Maxsizg,. — Minsizg,,

global - completensgtype = exp(-

local - completensqtype) = exp(-

Num,

120

—O— before optimization

D. Discreteness of Supply Voltage 1007 >~ after GS with power red. of 3.1%

—[ - after VS with power red. of 15.4%
Instead of changing gate sizes, the VS optimizes power by using 80 -
two supply voltagesVyigh and Vo, For each gate, the reduceg, §
promises to achieve high power reduction at the cost of increase&, 60
gate delay. However, it does not necessarily mean that the totak
power consumption can be improved since the numbacalable 40
gates may be reduced. Therefore, the supply voltage should be
selected carefully. To represent the discrete nature of supply voltage, 20

we define theliscretenessf supply voltage as:

—/\— after SIMUL with power red. of 16.1%

. 1 0 - © ® ‘ ‘ ‘ ‘
discretensgVig » Viow) = eXp(‘i_v) 19 [0-0.01] [0.01- [0.03- [0.05- [0.1-0.2] [0.2-0.4] [0.4-1.0]
high  “low 0.03]  0.05] 0.1]
For example, whe¥igh = 5V andVi,, = 3.5V, discreteneg¥ign, slack (normalized)
Viow) = 0.51, and wheNg, = 5V andVi,, = 2.0V, discreteneg®yign ,
View) = 0.72. This indicates that the latter is modéstreté than the Fig. 2. Slack distribution and power reduction for cir@sgmml

former. When most gates have large slack and, hence, are allowed to
work at lower voltage for more power saving, it is preferable to use
supply voltages of higHiscreteness.

2 These are average values over all types of gates.
% In all experimental results, the power consumption includes the power
penalty due to level converters [5].



TABLE |

POWERREDUCTION (%) WITH DIFFERENTGATE LIBRARIES
(USING Vhigh = 5.0 VAND Vg = 3.5 V)

Slack Library A J; Library B Library C J; Library D
Circuit Expec- Global-completeness: 0.08 Global-completeness: 0.37 Global-completeness: 0.0§ Global-completeness: 0.74
tation VS Local-completeness: 0.78] Local-completeness: 0.85 Local-completeness: 0.94] Local-completeness: 0.94
(Initial) GS | siMuL | cPU | GS | SIMUL | CPU | GS| SIMUL| CPU| GS| SIMUL| CPU
9symml 0.233 154 3.1 16.1 1.68 17. 27.2 1.8p a7 18.1 2.60 90.7 54.8 470
C1908 0.217 18.0 5.9 18.9 117.1 24.% 30.0 136|6 8|8 21.8 2566 6.4 57.3 1485.7
C880 0.513 26.3 6.6 31.0 17.29 23.8 41.9 24.08 9l1 32.f 3238 %4.1 62.0 192.82
apex6 0.584 30.5 6.6 35.1 40.41 25. 47.2 42.90 9l4 37.p 4583 56.6 68.6 75.97
apex? 0.357 22.1 7.4 26.0 3.03 21.4 35.9 3.4y 97 27.9 4.63 53.7 60.1 1p.68
b9 0.430 22.3 7.9 26.4 1.20 22.4 36.4 1.4p 10.4 28.% 1.92 H93.4 59.7 4.40
c8 0.166 10.0 7.8 16.3 0.68 19.7 28.2 0.9p 91 17.9 1.p5 95.7 59.7 352
frgl 0.386 20.3 5.8 24.5 1.53 20.1 34.8 1.98 4 23.4 2.18 52.2 57.6 .97
frg2 0.352 20.5 6.4 24.4 52.72 20.3 35.4 49.15 9lo 23.6 5573 %4.8 61.8 1¢0.35
i1 0.430 18.9 11.6 26.7 0.20 25.7 38.1 0.27 13.4 28.p 0.83 48.7 5%.8 3.07
i3 0.022 0.1 14 15 1.98 10.1 10.2 2.4% 3.p 3.3 247 2D.6 2017 6]02
i5 0.442 21.2 7.3 25.4 2.27 22. 35.7 2.9 1147 28.6 3.B3 g0.5 51.5 1p.50
i6 0.322 14.4 7.3 21.2 3.37 11.1 23.0 3.8D 77 20.9 448 49.8 53.0 19.23
i7 0.386 20.1 6.4 24.2 10.49 18.4 33.5 12.25 711 24.9 12118 529 58.5 26.25
rot 0.529 30.2 7.3 33.4 56.39 23.2 44.6 60.87 9l7 36.D 70.7 95.2 66.4 126.93
terml 0.296 21.5 7.4 21.5 2.62 21.4 33.6 3.0 9.4 25.9 4.83 94.2 54.1 11.33
Average | 0.354 195 | 6.6 23.3 19.59 | 20.4 33.5 21.74 | 8.7 24.9 31.31 [ 51.2 56.9 125.65
" This is the CPU time in seconds using SIMULtaneous algorithm on a SUN SPARCstation 5 with 32MB RAM.
TABLE I
POWER REDUCTION (%) WITH DIFFERENTSUPPLY VOLTAGES"
(USINGLIBRARY A)
Vhlgh =50V Vhlgh =50V Vhlgh =50V Vhlgh =50V
Circuit Slack Viw= 3.5V Viw= 2.8V Viw= 2.0V View= 1.0V
Exlpgftalltlon Discreteness: 0.51| Discreteness: 0.63| Discreteness: 0.72| Discreteness: 0.78
(Initial) VS SIMUL VS SIMUL VS SIMUL VS SIMUL
9symml 0.233 15.4 16.1 12.8 13.9 9.9 10.2 0.G 3.1
C1908 0.217 18.0 18.9 18.8 22.1 16.1 17.7 3.( 6.5
C880 0.513 26.3 31.0 39.1 43.3 38.5 40.1 8.3 14.6
apex6 0.584 30.5 35.1 40.4 44.0 38.7 41.1 4.4 9.6
apex7? 0.357 22.1 26.0 25.7 32.4 26.2 28.7 0. 7.4
b9 0.430 22.3 26.4 25.8 30.7 22.6 26.6 0.4 7.9
c8 0.166 10.0 16.3 10.4 15.7 4.8 8.3 0.4 7.8
frgl 0.386 20.3 24.5 28.5 31.5 27.2 29.0 0. 5.8
frg2 0.352 20.5 24.4 23.3 27.7 22.3 26.9 5.1 9.0
i1 0.430 18.9 26.7 24.8 32.2 27.0 33.6 0.4 11.6
i3 0.022 0.1 1.5 0.2 1.6 0.0 1.5 0.0 1.4
i5 0.442 21.2 25.4 22.8 26.9 16.4 215 0.4 7.3
i6 0.322 14.4 21.2 15.5 20.2 22.1 26.2 0.4 7.3
i7 0.386 20.1 24.2 25.0 28.3 28.2 31.2 0. 6.4
rot 0.529 30.2 33.4 37.7 40.7 37.3 40.2 8.4 13.3
terml 0.296 21.5 215 20.8 26.4 11.3 15.0 0.4 7.4
Average 0.354 19.5 23.3 23.2 27.4 21.8 249 1.8 7.9

" The CPU time in this experiment is almost the same as that in Colibrary A’ of Table I.



algorithm. No matter what library is used, the simultaneoug] J. M. Chang and M. Pedram, “Energy minimization using multiple
algorithm always leads to best results, as shown in this table. Thesupply voltages”,IEEE Transactions on VLSlystemsvol.5, no.4,
average power reduction by the simultaneous algorithm ranges from PP-1-8, December 1997.

23.3% to 56.9% over all tested circuits, and it takes more CPU tinfig] K. Usami and M. Horowitz, “Cluster voltage scaling technique for low
when a more complete library is used. power design”)nternational Symposium on Low Power Desigp.3-8,

. . . April 1995.

Also, we tested our algorithms using different supply voltages.
Table Il shows the comparison of results (using library A) with fouf4] K. Usamiet al, “Automated low power technique exploiting multiple
groups of supply voltages. For some circuits (sucic@8Q apex6 sgppl_y voltages applied to a media process@Ustom Integrated
and rot) with high slack expectation, more power reduction is Circuit Conferencepp.131-134, 1997.
achieved using moriscretesupply voltage (such a4, =2.8V or [5] C. Chen and M. Sarrafzadeh, “An effective algorithm for gate-level
2.0V). In contrast, if the slack expectation of circuits (such as power-delay trgdeoﬁ using two voltagesiternational Conference on
9symml C1908 c8, i3 andtermd) is small, the low discreteness of ~ Computer Designpp.222-227, October 1999.
supply voltage is preferred. Thus, the best supply voltage should 63 S. Raje and M. Sarrafzadeh, “Scheduling with multiple voltages”,
chosen carefully, depending on the slack distribution of specific Integration VLSI Journal 23pp.37-59, 1997.

circuits. In general, however, using tdiscretesupply voltage (e.9., [7] K. Usamiet al, “Design methodology of ultra low-power MPEG4 codec
Vhigh = 5.0V andVj,, = 1.0V) is not advisable for most circuits, ~ core exploiting voltage scaling techniquesACM/IEEE Design

since it prevents most or all gates in the circuit operatingat Automation Conferenc@p.483-488, June 1998.
under the given timing constraints, resulting in little or no powefg) p_ Girard, C. Landrault, S. Pravossoudovitch, and D. Severac, “A gate
saving. That is what happens in the last column of Table II. resizing technique for high reduction in power consumption”,

By taking a further look at how the slack distribution of a circuit International Symposium on Low Power Electronics and Design
contributes to power reduction, we see that the circuits with high pp.281-286, 1997.
slack expectation generally promise the significant power reductiof®] H.R. Lin and T. Hwang, “Power reduction by gate sizing with path-
In Column “library A” of Table |, for example, the maximum power oriented slack calculation”|EEE ASP-DAC’95/CHDL'95/VLSI'95
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