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Abstract| Typical placement objectives involve re-
ducing net-cut cost or minimizing wirelength. Con-
gestion minimization is least understood, however, it
models routability most accurately. In this paper,
we study the congestion minimization problem dur-
ing placement. First we pointed out that the bounding
box router used in [12] is not an accurate measurement
of the congestion in the placement. We use a realistic
global router to evaluate congestion in the placement
stage. This ensures that the �nal placement is tru-
ely congestion minimized. We also proposed two new
post processing algorithms, the 
ow-based cell-centric
algorithm and the net-centric algorithm. While the

ow-based cell-centric algorithm can move multiple
cells at the same time to minimize the congestion, it
su�ers large consumption of memory. Experimental
results show that the net-centric algorithm can e�ec-
tively identify the congested spots in the placement
and reduce the congestion. It can produce on an av-
erage 7:7% less congestion than the method proposed
in [12]. Finally, we use a �nal global router to ver-
ify that the placement obtained from our algorithm
has 39% less congestion than a wirelength-optimized
placement obtained by TimberWolf (commercial ver-
sion 1.3.1).

I. Introduction

Automated cell placement for VLSI circuits has al-
ways been a key factor for achieving designs with opti-
mized area usage, wiring congestion and timing behavior.
As technology advances, the congestion problem becomes
more and more important. With the advent of over-the-
cell routing, the goal of every place and route methodol-
ogy has been to utilize area to prevent spilling of routes
into channels. It is this over
ow of routes that accounts
for an increase in area. The multiple routing layers have
enough routing resources to route most wires as long as
there are not too many wires congested in the same re-
gion. Excessive congestion will result in a local shortage
of the routing resource.
Typical placement objectives involve reducing net-cut

costs or minimizing wirelength. Because of its con-
structive nature, min-cut based strategies minimize the
number of net crossings but fail to uniformly distribute
them [8]. Congestion-driven placement based on multi-

partitioning was proposed in [5]. It uses the actual con-
gestion cost calculated from pre-computed Steiner trees to
minimize the congestion of the chip, however, the number
of partitions is limited due to the excessive computational
load. The use of minimal wirelength as a metric to guide
placement has been successful in achieving good place-
ment. However, it only indirectly models congestion and
the behavior of the router. Reducing the global wirelength
helps reduce the wiring demand globally, but does not pre-
vent existing local congested spots. It is entirely feasible
for a minimum wirelength solution to require more routing
resources through a region than are available. Therefore,
traditional placement schemes which are based solely on
wirelength minimization [9, 10, 3, 1, 11] cannot adequately
account for congestion [8, 5, 7].

In [12], the authors used the de�nition of over
ow to
quantitatively represent the congestion. A placement
with a smaller over
ow value is considered less congested.
The authors also used a simple bounding box model to es-
timate all the routes of nets in placement. Since [12] did
not provide any real routing results, it is not clear that the
congestion-optimized placement using this simple model
[12] is indeed easier to route for a real router.

In this paper, we implement a global router to test the
routability of a placement. With this router, we can pro-
vide accurate information to know which placement is in-
deed less congested. We show that the simple bound-
ing box routing estimation [12] is not accurate enough to
yield truely congestion-optimized placement results. We
use a realistic global router to evaluate congestion in the
placement stage. This ensures that the �nal placement is
truely congestion minimized. We also proposed two new
post processing algorithms, the 
ow-based cell-centric al-
gorithm and the net-centric algorithm. While the 
ow-
based cell-centric algorithm can move multiple cells at
the same time to minimize the congestion, it su�ers large
consumption of memory. Experimental results show that
the net-centric algorithm can e�ectively identify the con-
gested spots in the placement and reduce the congestion.
It can produce on an average 7:7% less congestion than
the method proposed in [12]. At the end, we use a global
router to verify that the placement coming out of our
congestion minimized stage indeed causes less congestion
than a traditional wirelength minimized placement (e.g.,



using TimberWolf).
The rest of the paper is organized as follows: In Section

2, we de�ne the congestion problem and the over
ow con-
gestion objective. In Section 3, we introduce our global
router and experimentally verify that the simple bounding
box routing model does not correlate with the real routing
model very well. In Section 4, we analyze the wirelength
behavior in a congestion minimization stage. In Section
5, we propose two e�ective post processing algorithms to
minimize the congestion in the layout. The experimental
results are shown in Section 6 and the conclusion is in
Section 7.

II. Definition of Congestion

A poorly placed layout could be un-routable due to the
limited routing resources. In order to ensure the maxi-
mum routability in the layout, we should consider con-
gestion minimization in the placement stage.
In this paper we assume that we are given a netlist that

consists of a set of cells connected by a collection of nets.
Each net consists of a set of pins. Pins are to be assigned a
geometric location on the layout surface in the placement
process.
In [12], a global bin based de�nition of congestion was

used. This de�nition is consistent with global routability
of layout. Since it is easy and clear to understand, we will
use this de�nition in this paper.
The congestion cost is de�ned based on the global bin

concept. We partition a given chip into several rectilinear
regions, each of these regions is called a global bin or a bin
for simplicity. Figure 1 shows an example. In Figure 1, we
have 4� 4 = 16 global bins. The congestion is quanti�ed
as number of crossings between routed nets and global bin
edges.

Global Edges

Cells

Global Bins

Fig. 1. Layout of a circuit and global bins.

Given a placement, all the cells and pins have �xed po-
sitions on the chip. Based on these pin locations, we can

globally estimate the route for each net. Therefore, for
each global edge e, the routing demand of e, de, is de�ned
as the number of the nets crossing e. The routing supply
of a global edge e, se, is a �xed value which is a func-
tion of the length of the edge and technology parameters.
A global edge e is congested if and only if the routing
demand (number of the crossing nets) exceeds the rout-
ing supply of that edge (de > se). If a global edge e is
congested, the over
ow of e is de�ned as the exceeding
amount of the routing demand over the routing supply of
e. The over
ow of e is zero if e is not congested.
We will use the congestion over
ow as the objective to

judge the amount of congestion in a layout. The conges-
tion over
ow of a layout is de�ned as the summation of
the over
ow for all global edges. The amount of the con-
gestion over
ow is the amount of total shortage of routing
resources in the layout. Thus a placement with less over-

ow is less congested.
In [12], the authors used a simple bounding box routing

model to calculate the over
ow value in placement. Thus
it is not clear that the over
ow value calculated in this
way correlates with the �nal routability. In next section,
we will use a global router to experimentally address this
concern.

III. Different Incremental Global Routing

Estimation Models

When we are doing congestion minimization, we need
to estimate congestion of placement incrementally. Based
on the de�nition of the congestion, a routing model is
needed to route all the nets. In this subsection, we will
discuss two incremental routing estimation models, one
simple model and a more accurate one (both model have
been studied extensively in the past).
The �rst routing model can be best described as a

\bounding-box model". It is very simple and fast. Fig-
ure 2 shows a sample to-be-routed net which contains �ve
terminals (represented by black solid dots in Figure 2).
This method is shown in Figure 2a. Given locations of all
the terminals of a net, �rst we �nd the bounding box of
the net. Then the actual route will be either the upper
L-shape half or the lower L-shape half of the boundary of
the bounding box determined in a probabilistic manner.
This method will ignore terminals in the middle of the
bounding box for nets which have more than two termi-
nals.
The second model is a real global routing model. \Real"

means that the model uses the same algorithm used at
the routing stage after placement. Routing is a relatively
well understood problem. The Steiner tree model and the
maze routing technique are usually used in the routing
stage. Thus we will use the same model (Steiner tree and
maze routing) for the incremental congestion estimation.
This model will provide a very accurate congestion esti-
mation during the placement stage. However, it is more
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Bounding box routing model
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Global edges

MST+shortest_path routing model

Fig. 2. Two global routing models.

time consuming than the bounding box routing model.
We �rst want to know that if the bounding box routing

model is good enough to be used in the placement stage.
For instance, although the absolute congestion value esti-
mated by the bounding box model is in-accurate, if it is
correlated to the real congestion value, then we can still
use it in the optimization.
We conducted an experiment to test the correlations

between the incremental congestion estimation value and
the real congestion value provided by a �nal global router
after placement. Our �nal global router is implemented
using the minimum spanning tree (MST) and the short-
est path algorithm. This is a slightly simpler version of
the Steiner tree and the maze routing algorithm which is
widely used in industry. In the routing stage, the proce-
dure of \rip-up and re-route" plays a very important role
to reduce congestion. Basically, after we �nished routing
all the nets in the circuit, we use this procedure to re-
route those nets which went through congested regions in
previous routes. We have implemented this rip-up and
re-route feature in our global router.
The detailed implementation of our router is as follows

(and is very similar to router introduced in [6]: Given a
placement, we �rst partition the chip into a set of global
bins. Then for each multi-terminal net, we use the MST
algorithm to �nd out which pairs of terminals are to be
connected. Then we use the shortest path algorithm to
�nd the shortest route between them. After all the nets
are routed, we perform the rip-up and re-route procedure
to further improve the global routing result. We sequen-
tially remove each net and re-route it to reduce the overall
congestion on the chip. This rip-up and re-route proce-
dure will be repeated until we cannot reduce congestion
anymore.
Our incremental accurate estimation model also uses

the MST and the shortest path algorithm to be consistent
with the �nal global router. In the incremental estimation
context, usually we only make local adjustments to the
placement, thus only a small number of nets need to be re-
routed to make the incremental estimation. Therefore, we
do not need to perform rip-up and re-route on all the nets
each time we make a local adjustment However, after a

number of local adjustments being made to the placement,
we need to perform rip-up and re-route to update the
optimal routing order of all the nets.

In experiments, we start from a wirelength optimized
placement, each time we (to mimic a simulated annealing
algorithm) select a cell and move it to another location.
We will estimate the change in the congestion over
ow
caused by each move using two incremental routing mod-
els independently. Finally we compare the two estima-
tion values with the real change on the congestion over-

ow provided by the �nal global router. Figure 3 shows
the experimental result for the �rst one hundred moves.
The solid line shows the real congestion over
ow value
obtained from the �nal global router. The triangle line
shows the estimated over
ow from the accurate routing
model without performing rip-up and re-route. The +
line shows the estimated over
ow from the bounding box
routing model. We can see that the accurate model can
almost estimate the over
ow value exactly within about
the �rst twenty moves. Thus in the real application, we
choose to perform the rip-up and re-route every twenty
moves.
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Fig. 3. Correlation results of two estimation models.

Another correlation test is to compare the over
ow
value estimated by the bounding box router and the ac-
curate router. We generate six di�erent placements (A,
B, C, D, E and F). Table I shows the results. This ex-
periment clearly shows that the bound box router does
not correlate with the real router. For instance, the
bounding box router shows that placement A is better
than placement B (14 < 36). However, the real router
shows the opposite (27 > 9). Similar examples can also
be found in other testing results. Therefore, we cannot use
the simple bounding-box routing model in the placement
optimization. We should use the same routing model in
the placement optimization as the model we used in the
�nal routing stage.



RoutingModel A B C D E F

BBox 14 36 26 27 40 30
Real 27 9 7 4 5 4

TABLE I

Correlation test between the bounding-box and the real

routing model for Primary1

IV. Behavior of Wirelength in a Congestion

Minimizatio Stage

In [12], the authors revealed that minimizing wirelength
is equivalent to minimizing the averge congestion. How-
ever, wirelength and congestion can be inconsistent in lo-
cal regions.
Figure 4 shows an example that minimizing congestion

is not equivalent to minimizing wirelength. The sameple
circuit contains eight cells and four nets. Among these
eight cells, four have no nets attached to them and the
other four are circularly connected by four nets as shown
in Figure 4. Assume that the wiring supply on each global
edge is one, the left part of Figure 4 shows the congestion
optimal placement. In this placement, four nets are evenly
distributed on the chip which result in a zero over
ow
(routable) solution. In wirelength optimization, we tend
to put as many nets as possible into the same region.
The right part of Figure 4 shows the wirelength optimal
placement. Since each global bin can only contain two
cells, we put four cells along with four nets into two global
bins. This results in a wiring demand of two on one global
edge. Since the wiring supply is only one, we have over
ow
of one in this placement.

Fig. 4. Minimizing congestion is not equivalent to minimizing

wirelength.

The same story can happen in a real circuit (as has been
observed by anyone who has worked on the placement
problem or has used a placer). As shown in Figure 5,
when minimizing wirelength, we tend to put cells within a
highly connected cluster close to each other. On the other
hand, when minimizing congestion, we tend to banlance
all the wires to avoid local congested spots. Thus we
might spread out the highly connected clusters slightly to
reduce congestion. Therefore, minimizing wirelength and

minimizing congestion may con
ict each other in local
regions. In order to get a congestion optimal placement,
we might have to sacri�ce wirelength.
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Hot spots in congestion

Fig. 5. Minimizing wirelength might create hot spots in

congestion.

V. Post Processing Congestion Reduction

Algorithms

In [12], the authors used a greedy algorithm to reduce
the congestion in a placement. The algorithm try to ran-
domly move a cell to another location. The cell is actu-
ally moved if this move results in a reduction in the con-
gestion over
ow. We call this blind cell-based strategy
the \greedy cell-centric" algorithm. The greedy feature
of this algorithm makes it easy to get stuck into a local
minimum. To solve this problem, we propose a multiple
cell moving strategy based on a net-work 
ow method.
This algorithm is very greedy. It does not have the abil-
ity to know where the congestion is and how to reduce
it. To improve, we propose a net moving strategy which
can identify the highly congested spots and try to move
nets out of these spots. The following are two new post
processing algorithms we propose:

1. Flow-based cell-centric algorithm: This algorithm
uses a 
ow-based approach to move multiple cells si-
multaneously.

2. Net-centric algorithm: This algorithm �rst sort all
the nets based on their contribution of congestion.
Then it tries to move the net one by one to reduce
congestion.

In the 
ow-based cell-centric algorithm, we try to �nd
better locations for cells to reduce congestion. This can be
viewed as a transportation problem. In the corresponding
transportation problem, the source of the transportation
is all the cells and the destination is all the global bins.
A transportation cost is associated with a cell move. We
then simultaneously transport the cells to new locations
that minimizes the transportation cost. The transporta-
tion problem can be transformed into a minimal-cost max-
imum 
ow problem [4] on a network. By using the 
ow



augmentation method [2, 4], we can get a new location as-
signment of cells with minimum total transportation cost.
Given a placement, we �rst route all nets. Then we

assign a weight to each net. The weight of a net is equal
to the number of over
owed global edges the net crosses.
We sort the nets in descending order according to their
weights. The net with the greatest weight is the one which
contribute the most to the total over
ow. Thus move this
net will most likely to help reducing the congestion. In or-
der to move a net, we consider moving all cells connected
to the net. The destination of the move could be any
global bin. Thus we look at all the cells connected to the
net and move a cell to a new position which can result in
a reduction in the congestion over
ow. After all the nets
have been tried, we will update the net weights according
to the new global routing information. We will repeat the
above procedure until the congestion over
ow cannot be
further reduced. Since congestion is essentially produced
by nets, moving nets out of the congested region makes
more sense than greedily moving single cells.

VI. Experiments

We use the two-stage congestion reduction 
ow as pro-
posed in [12]. We run simulated annealing using the wire-
length objective in the �rst stage. The output placement
from the �rst stage will be the input to the post processing
stage.
We use eight MCNC standard-cell benchmark circuits.

The characteristics of these circuits are shown in [12]. The
size of the global bin grid is chosen so that each bin has
roughly 10 { 50 cells.
Table II shows the results from the post processing

stage with the high quality placements. The before PP

column in the table is the results before the post process-
ing stage. The percentage improvement column is the
improvement of using the net-centric algorithm compar-
ing to the results using the greedy cell-centri algorithm
[12]. While all three post process methods can e�ectively
reduce the congestion. We get an average 7.7% improve-
ment comparing to the post processing method proposed
in [12]. The 
ow-based cell-centric algorithm can produce
good results. However, due to the large consumption of
memory, it failed to run on large circuits.
The whole purpose of reducing congestion in placement

is to make the placement easier to route. We use the
global router which is introduced in Section 3 to verify
this fact. We do global routing on a wirelength optimized
placement generated by TimberWolf (commercial version
1.3.1) and compare the congestion of TimberWolf's place-
ment to a congestion optimized placement generated by
our approach. Table III shows this comparison. We com-
pare the �nal over
ow value of a wirelength optimized
placement generated by TimberWolf and a congestion op-
timized placement generated by our post processing stage.
The average improvement on congestion is about 40%.

Ckts before cell 
ow- net- net-cen.vs.

PP -cen. based cen. cell-cen.

hway2 7 7 7 7 0%
fract 9 9 9 9 0%
p1 111 105 103 90 14.3%
p2 129 103 99 89 13.6%
struct 79 69 58 57 17.4%
biomed 442 360 353 347 3.6%
avqs 224 149 * 131 12.1%
avql 430 323 * 298 7.7 %
ave. 8.6%

TABLE II

Post processing results using different algorithms.

(* out of memory)

VII. Conclusion

In this paper, we pointed out that the bounding box
router used in [12] is not an accurate measurement of
the congestion in the placement. We use a realistic global
router to evaluate congestion in the placement stage. This
ensures that the �nal placement is truely congestion min-
imized. We also proposed two new post processing al-
gorithms, the 
ow-based cell-centric algorithm and the
net-centric algorithm. While the 
ow-based cell-centric
algorithm can move multiple cells at the same time to
minimize the congestion, it su�ers large consumption of
memory. Experimental results show that the net-centric
algorithm can e�ectively identify the congested spots in
the placement and reduce the congestion. It can produce
on an average 8:6% less congestion than the method pro-
posed in [12]. Finally, we use a �nal global router to verify
that the placement obtained from our algorithm has 39%
less congestion than a wirelength-optimized placement ob-
tained by TimberWolf (commercial version 1.3.1).

ovr
w ovr
w % imp.

TestCase TW opt plcmt vs. TW

hway2 12 7 41.7%
fract 35 9 74.2%
p1 159 90 43.4%
p2 128 89 30.4%
struct 79 57 27.8%
biomed 442 347 21.5%
avqs 224 131 41.5%
avql 430 298 30.7%
ave. 38.9%

TABLE III

The final overflow value comparison between different

placements.
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