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Abstract - Route Embedding, a new method for mitigating the
impact of crosstalk, is presented. It modifies a set of global-route
structures to prevent timing and noise-margin violations caused by
crosstalk, while maintaining routing constraints. An accurate and
computationally-efficient empirical model for crosstalk impact is
presented which by capturing noise and delay-changes on coupled
conductors, permits a performance-driven approach to addressing
crosstalk. Linearized crosstalk constraints are derived and satisfied
for the expected noise and wire-delays at critical signal sinks.
Unsatisfied constraints are resolved by inserting ground shields
and by selective re-route through uncongested regions. Routing
capacity constraints are enforced to guarantee a detailed routing
solution.

1 Introduction
The inability of present-day CAD tools to handle what were

historically second-order wiring effects, such as crosstalk-induced
delay and noise, manifests itself in an increased number of design
iterations. Timing errors and logic upsets due to crosstalk illustrate
the severity of this problem. Most methodologies address crosstalk
after generating a detailed routing. This is followed by analysis
and rerouting where necessary. The complexity of detailed routing,
parasitic extraction, crosstalk analysis and subsequent rip-up and
reroute iterations, can be prohibitive for large designs. In addition,
the outcome can be unpredictable, as this iterative process arises
from the unconstrained creation of a detailed routing solution. Not
only is this method compute-intensive, but it also puts a burden on
the designer who must determine limits on coupling capacitances.
Without knowledge of signal temporality, timing slack or receiver
noise margins, this approach will be overly pessimistic and prone
to solutions that require too much area.

Published approaches for minimizing crosstalk fall into three
categories. The first of these modifies existing route structures to
meet capacitance constraints [1, 2]. This methodology is incapable
of rerouting, so is limited to local improvements. The second
approach involves routing while minimizing coupling capacitance
[4, 5, 7]. Limited by the complexity of detailed routing, this
approach is forced to compromise on the quality of crosstalk
analysis. Both of these methods are confined to pre-determined
route topologies and lack temporal information about the signals.
The third method addresses crosstalk by minimizing coupling
capacitance during global [9] and area routing [8]. This approach
relies upon rip-up and reroute to satisfy crosstalk constraints. The
simplified crosstalk models used in the aforementioned methods
preclude a performance-driven approach that could guaranteed
convergence.

This paper introduces a new approach for minimizing
crosstalk during global routing. It satisfies constraints that permit a
trade-off between physical and temporal proximity, thereby

enabling a routing solution with no crosstalk violations. The pap
begins with the description of an empirically-derived crossta
model and continues with an introduction to route embeddin
Next, the global-route embedding based methodology itself is p
sented. The paper concludes with experimental results.

2 Empirical Crosstalk Model
Bakoglu [10] showed that the wire-delay on a distributed

line would contain an time constant, where
is the interconnect resistance, and and are substrate
coupling (line-to-line) capacitances. This can be reduced to

, (1)

where is resistivity of the conductor, is the insulato
dielectric constant, and and are the conductor’s widt
thickness and separation from the substrate respectively. Term
and represent the coupled length and spacing of t
interconnect. If we define , this equation
suggests an form for curve fitting. Devgan et al [11] showe
with a distributed line model that the maximum induced noise d
to crosstalk could be approximated by , wher

is the amplitude of the induced noise at node , is th
resistance driving that node, is the total crosstalk curre
flowing into and is the amplitude of the induced noise a
node . A transformation similar to Eq. 1 again yields the
form.

The following section demonstrates the fitness of fo
modeling crosstalk.

2.1 Simulating Crosstalk-Induced Delay and Noise

Figure 1 illustrates a coupled, distributed- circuit used
simulate crosstalk. The coupled circuit with specified desig
and technology parameters was simulated with SABER [12]. Ea
coupled line is built out of 40 components. Signal wa
defined to be the aggressor and , the victim. Parameters

are the aggressor and victim driver resistances. Parameters
and are their edge-rates, with constrained to be greater th

. Signals and were made to transition in the opposite dire
tions to simulate the worst-case delay-increase scenario. Para
ters and are the arrival times (as measured at the 5
points) of the aggressor and victim waveforms. To simulate vario
coupling-related events, the arrival times, edge rates, spacing
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Figure 1. Circuit and parameters for simulating crosstalk.
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coupled wire-length of the signals, were swept through the ranges
specified in Table 1. Technology constants were obtained from the
SIA-1997 roadmap [13]. Next, the change in wire delay (or ampli-
tude of injected noise), due to coupling is extracted. In the case of
parameter sweeps this output was curve-fitted to a specified func-
tion by least squares error minimization.

The arrival time difference, normalized by the victim’s edge rate

(2)

is an indicator of the temporal proximity of the input transitions.
Therefore, when , the aggressor crosses its 50% point
as the victim crosses its 20% point. At , the two signals
cross at their 50% points concurrently and at , the
aggressor crosses its 50% point as the victim crosses its 80% point.
When , the change in wire-delay , is measured. If the
edges of the signals do not overlap ( ), the victim’s delay
is unaffected, so instead of delay, the amplitude (at the receiver) of
the induced noise , on the quiescent victim line, is measured.
Figures 2a and 2b illustrate the change in wire-delay and induced
noise-amplitude due to coupling, as a function of coupled length
and spacing.

2.2 Empirically Curve-Fitting to

Empirical analysis of the wire-delay change ( ), and ampli-
tude of the noise pulse ( ), due to coupling, suggests the following
equations:

 and , (3)

where and are curve fit constants. Within bounds on and
the values of and were empirically observed to be near tw
and one respectively (Table 2). This allows Eq. 3 to b
approximated as,

 and (4)

which captures the relationship in a very simple form. Th
errors in these approximations are plotted below. For a maximu
coupled wire length of 3.5mm, Figure 3a shows to be accurate
within %. Figure 3b shows to be accurate within % for
similar maximum-length constraint. With extremely aggressiv
edge rates, the error in  increases to %.

Term captures the effect of temporal proximity when computin
wire-delay changes (Figure 4a). When measuring noise, Term
captures the dependence on the strength of the aggressor wave
(Figure 4b). Simulations show that diminishes as a function
increasing temporal separation ( ). Furthermore, the magnitu
of is dependent on the strength of the aggressor ( ). Sin

and are non-linearly related to the arrival time and edge ra
of the interfering signals, a table-lookup approach is implemente
A value is obtained by indexing the -table with and i
the nets are temporally orthogonal (i.e. their transitions do n
overlap: ). If the transitions on the adjacent nets intera
then an value is determined by indexing an -table with
and the edge-rate ratio . The edge rates are bound to
acceptable range, as determined by designers and the techno
(e.g., between 200ps and 800ps). This bounding condition app
for both tables. For the -table, is bound by -0.5 and 0.
Values within the tables ranges are determined by a line
interpolation. A computationally efficient table lookup will
therefore predict the curve fit parameters for all crosstalk behav

Table 1: Crosstalk experiment parameters.

Parameter Range-min Range-max

Coupled length: 100µm 3000µm

Wire spacing: 0.21µm 0.42µm

Edge rate ratio: 1 0.2

Arrival time delta:

Driver ratio: 0.25 1.00
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Figure 2b Noise amplitude vs. coupled length and spacing.

Figure 2a Delay impact vs. coupled length and spacing.
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Table 2: Samplem andn parameters.

Spacing
Coupled
length

Delay Noise

< 3500µm 1.98 0.96 1.97 0.97

< 3500µm 1.88 0.93 1.91 0.94

< 3500µm 1.80 0.90 1.87 0.92
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Figure 3a Crosstalk delay-impact: approximation error.

Figure 3b Crosstalk noise-amplitude: approximation error.

0.5 1.5 2.5 3.5 4.5
-8
-6
-4
-2
0
2
4
6

%
ER

R
O

R

s

1.5 s⋅

2 s⋅

δa 0.0=

0.5 1.5 2.5 3.5

10
3–

10
1–

10
0

10
1

10
2–%

ER
R

O
R

ae 200ps=
ae 400ps=

ae 600ps=

ae 800ps=

l coup mm( )

l coup mm( )

α
β

α
δa

α ae ve⁄
α β

β β ae rv

δa 0.5≥
α α δa

ae ve⁄

α δa



out
of
d
he
res

to
ith
its
ts.
p
usly
sk.

ts
is

tion
It
e

ue

a
s
se
di-
lay

an
y

ell
of
ise
ear
ng
re
e

ets
. If
are
his
tis-
oute
under these predefined conditions, and enable a performance-
driven approach for addressing crosstalk.

This empirical model is sufficiently accurate and flexible for a
variety of scenarios. A table lookup for and makes the
process computationally efficient. Furthermore, it enables a
performance-driven approach for addressing the impact of
crosstalk. The popular method of minimizing coupling capacitance
[5, 7] precludes a performance-driven approach. Figure 5
compares the empirical model to the capacitive metric. For a given
constraint (target), the linear model can be made to match the
empirical model. However, it will permit greater coupling length
for delays above the target and over-constrain the coupling length
for delays below the target. Similarly, for a given coupling length
constraint, the linear model will incorrectly estimate the crosstalk
impact.

3 Global Route-Embedding
The complexity of detailed routing [14], makes concurrently

minimizing crosstalk constraints computationally prohibitive. This
complexity is evidenced by a sampling of the tasks performed by a
detailed router. These include creating minimum length connec-
tions, adhering to design rules and electrical correctness, minimiz-
ing the number of layers, bends and vias, enforcing wire widths,
and following the global tree topologies while avoiding blockages.

Channel and switchbox routing are used to simplify route topology
while satisfying crosstalk constraints [4, 5, 2], but these rigid
routing approaches have limited applicability in modern design
methodologies. Other approaches attempt to dictate a detailed
routing through assignment or adjustment of physical adjacency
[1, 3]. These schemes are prone to increasing routing area because
they do not consider wireability.

Route embedding is a means of modeling a detailed router with
undertaking the entire complexity of detailed routing. Instead
simplifying the crosstalk analysis for insertion into a detaile
router, the detailed router itself is abstracted. In this way, only t
fundamental task of generating non-overlapping route structu
needs to be modeled. Route embedding works by attempting
express this non-overlap requirement of a detailed router w
global routes. Abstraction allows the route embedder to target
analysis toward accurately satisfying timing and noise constrain
This is preferable to “searching” for a valid solution using rip-u
and re-route procedures. Lastly, a route embedder simultaneo
processes a set of route trees, permitting a global view of the ta

An implementation of route embedding with crosstalk constrain
is presented in the next sub-section. Route embedding, which
applicable at the global routing stage, expresses a routing solu
through a set of desired spacings for multiple critical nets.
accurately trades-off physical or temporal proximity to permit th
creation of a routing with no slack and noise-margin violations d
to crosstalk.

3.1 Crosstalk Constrained Route Embedding
Methodology

The methodology depicted in Figure 6 begins by overlaying
global routing solution with a grid. Each element of the grid i
called a gcell. A static timing analyzer capable of modeling the
global trees is invoked to obtain slack values at each sink. Ad
tionally, each net is annotated with waveform parameters (de
and edge-rate) at each gcell. The trees are modeled using
exponential input extension [6] to the explicit three-pole model b
Tutuianu et al [17]. Temporal information for each net at each gc
is used to derive the expected impact at each sink. The criticality
these sinks is determined by their magnitude of slack and no
margin violations. Timing-annotated nets are processed by a lin
system solver, the program of which is constrained by the timi
and noise margins at all critical sinks. Capacity constraints a
enforced to guarantee a routing solution. The solution will defin
spacing constraints that satisfy the timing and noise margins. N
may be rerouted if routing capacity constraints are breached
crosstalk constraints are not satisfied, the expected impacts
refined, and a new linear program is generated and solved. T
process continues until timing and capacity constraints are sa
fied. The resultant spacings and gcell refinements represent a r
embedding that satisfies crosstalk constraints.

-0.5 -0.33 -0.17 0 0.17 0.33 0.5
1.4

1.8

2.2

2.6

ae

ve
----- 1.00=

ae

ve
----- 0.50=

ae

ve
----- 0.25=

α ps
µm
-------- 

 

δa

0.25 0.50 1.00
0.000

0.005

0.010

0.015

β v
µm
-------- 

 

r a r v⁄
δa 0.5≥

Figure 4a Effect of temporal proximity on .α
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Figure 5. The empirical model vs. a capacitive crosstalk

l µm( )

D
E

LA
Y

(S
)

l
2

s
---- l

s
--

l f it

0
0

LMAX

UNDERESTIMATE
OVERESTIMATE

TARGET

Figure 6. Methodology.

GLOBAL

TIMING

GRIDED RC

VIOLATION?
DETAILED

GLOBAL

YES

NO

SHIELDING

VIOLATION?
YES NO

LOCAL

CRITICAL

ROUTER

MODIFICATION

ANALYSIS

ROUTES PATHS

EMBEDDING

RC



e
he
of
e
ct

of

the
ng
ate
t
an

or
s
er

is

er-
is
is

ets

in

d
iate
o

3.2 Global Route Embedding

3.2.1 Initialization

The global embedder begins by overlapping the placement
expression with an grid of gcells. The global trees pro-
vided by the placement engine are then traced over the grid,
assigning nets to gcells. Let be the set of nets passing through a
gcell and be the number of nets passing through . For
each net traced, the -tree equivalent is constructed by assign-
ing a constant resistance ( ) and capacitance ( ) at each
gcell as shown in Figure 7. These values are calculated as:

 and , (5)

where , , and are the resistivity, minimum spacing,
height and thickness of the expected layer for the net. and

are the cross-sectional area and width of the net (passing
through the gcell). defines the length and width of the gcell.
This circuit, when loaded with sink capacitances is processed
by a timing engine to determine the arrival time and edge rate at
each gcell. The timing engine also computes the slack at each sink.

3.2.2 Expected Crosstalk Delay Impact

The interaction of a net with its neighbors as it passes through
a set of gcells is modeled by extending Eq. 5 to compute the
expected delay impact at each sink. The expectation value of a
function 1, is defined to be

. (6)

Where is the Probability Distribution Function (PDF) for .
Define term as the set of gcells that describe the path from its
source to sink for a given net . For example, in Fig. 7

, where is the gcell indexed at row
and column . Define term as the path length of (in

gcells) from source to sink . Let term be the set of nets
passing through all the gcells in . The delay impact is derived
from the subset of nets , which switch with . From
Eq. 5 and 6,

(7)

is defined as the expected delay impact at the sink. is the
expected -parameter and is the expected spacing that
would mimic the multiple couplings. Figure 7 motivates the
translation of Eq. 7 to account for multiple coupling, at each gcell,
along . This is achieved by,

(8)

where is the expected -parameter for the net within th
gcell , and is the expected spacing around the net in t
gcell . It is expected that each gcell will contain only one edge

and therefore is not required to differentiate with . Sinc
the nets within a gcell are equally likely to be adjacent, the impa
PDF for any net , passing through gcell will be the inverse
the total number of nets. Hence,

(9)

states that the expected impact within a gcell is the average of
-impact factors between net and all other nets passi

through . These values are obtained through the appropri
-table lookup. With the inclusion of a factor of two, to accoun

for two possible adjacencies per entry within the gcell, Eq. 8 c
now be reduced to

. (10)

This equation is initially evaluated with the expected spacing f
each net , through each gcell with . The proces
begins with all nets minimally spaced apart on their expected lay

. Let the slack at each sink be . The delay-criticality of th
sink is computed by . A sink is critical if this ratio is less
than one. Define as the set of critical sinks. Furthermore, let
be the set of gcells covered by the paths to the sinks in .

3.2.3 Expected Crosstalk Noise Impact

Devagan et al., showed that the total noise on a line is upp
bounded by a superposition of the individual noise sources. It
clear then that a bound the total expected noise impact to sink
the summation of all expected crosstalk noise, due to the n

, along the path .

(11)

Similar to Eq. 9, the expected noise-impact , on the net
gcell  is dependent on the noise impact PDF. Therefore,

. (12)

As before, this equation is initially evaluated with the expecte
spacings set to . The factors are obtained through appropr
lookups into the -table. The factor of two accounts for the tw
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possible adjacencies. Define as the noise-margin of sink on
net . All sinks with are added to the set of critical
sinks ( ).

3.2.4 Computing an Embedding

User defined parameters and are the acceptable slack
and noise-margins at sink of net . The crosstalk constraints

and must be satisfied. This result is
achieved when a linear program (LP) solves for the expected spac-
ings while satisfying crosstalk and capacity constraints. Each
represents a linear variable in the LP. The objective function mini-
mizes the total spacing required to satisfy the LP:

. (13)

For each path to the sinks in set , crosstalk constraints are
asserted by

 and (14)

. (15)

Eq. 14 and 15 guarantee the slack ( ) and noise margin ( )
requirements at each critical sink. Each gcell with a critical path is
constrained by its available supply of routing tracks:

(16)

where is the width of net passing through gcell which
measures on a side. Finally, each spacing variable is trivially
constrained by .

Both Eq. 14 and Eq. 15 are non-linear constraints due to the
. They are linearized by a first-order Taylor’s series

approximation to centered at , and . By
introducing as a slack variable for each , Eq. 14 and Eq.
15 can be transformed into:

and (17)

with the approximation to represented by three linear
constraints:

. (18)

This LP formulation requires linear
variables. The linearization of each requires three
constraints. Each path will have one slack and one noise margin
constraint. In addition, each gcell is bounded by one capacity
constraint. This results in a total of

(19)

linear constraints.

3.2.5 Resolving an Infeasible Embedding

Figure 9 illustrates the process by which infeasibility in the
linear program for global embedding is resolved. A violation
occurs when a path does not meet its slack or noise margin require-

ments. The paths and variables that do not satisfy constraints
analyzed. First, all greater than have their impa
parameters set to zero, where is the minimum pitch on layer
This is equivalent to running a ground shield or a signal wi
orthogonal temporal locality adjacent to the net within the gcell
Then slack and noise-margin constraints are re-evaluated. If c
straints are still not met, sections of violated paths passing throu
regions of high wiring-congestion are minimally rerouted throug
un-congested gcells. After re-timing, the impact parameters
updated and a new embedding LP is generated and solved. T
process continues until the crosstalk constraints are satisfied.

4 Results
Table 3 lists pertinent statistical data for the benchmark c

cuits on which global route embedding was evaluated. The desi
were embedded using the SIA predicted technology rules for 19
The designs were selected for their size, since larger netlists t
to have longer paths that require crosstalk constraints. Net
s15850 was processed by a congestion driven quadratic pla
[16] to produce a less-congested placement ins15850_c . Design
NNCis the core of a image-recognition neural-net chip. The EX
(Execution Unit) is a large functional block within the Fixed-poin
Unit (FXU) of the PUMA processor [15]. Both contain fewer path
than the standard-cell benchmarks, but, their average path-leng
greater.

The embedder processed each design from Table 3. The resul
the first iteration through the solver are listed in Table 4. Data f
the total routing area required to satisfy crosstalk ( ), th
number of shields inserted, the percent of unsatisfied paths and
average percentage of violations are presented. The sec
iteration following rip-up and re-route through uncongested gce
satisfied all constraints.

The constraints on the critical paths are scaled to simulate
impact of tighter crosstalk constraints. For example, a constra
multiplier of 0.7 reduces the slack and noise-margins on
critical-sinks by 30%. With the multiplier set to 1.0, the globa
route-embedder generated solutions that did not require rerout
Tightening the crosstalk constraints causes the global embedde
allocate more space and insert more shields. Figure 10 displays
trade-off in area made by the global embedder as the timing a
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Figure 9. Iterating to satisfy violated crosstalk constraints.
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Table 3: Benchmark design statistics (1999 SIA technology).

Design Type Nets Paths
Cells +
Blocks

Size Avg. critical
path ( )

s15850 Cell 10369 13928 8620 + 0 0.31 110.3
s15850_c Cell 10369 13928 8620 + 0 0.30 87.2
NNC Cell &

Block
15239 31465 14825 + 2 4.1 424.6

EXU Cell &
Block

4461 9951 3822 + 3 2.47 492.2

FXU Block 2322 2322 0 + 17 11.9 1257.5

mm2 l µm



ed
el
nd
ensi-
a-
y
l is
d

er
It

ing
ing
ch,
ise

re
le.
ut-
bal
nge
rea
n-
al-
on-
bal
ca-

k

n
nts

ent
s”.

er

g

lk

r

://

t

n

of
noise specifications are tightened. This is accompanied by an
increase in the number of unsatisfied paths, and the magnitude of
their violation. In the case of theFXU, with a multiplier of 0.7, 6%
of the paths did not satisfy their constraints by an average of 2% on
the first pass of the embedder.

A correlation between crosstalk and wiring-congestion is noted by
comparings15850 to s15850_c . A reduction in the number of
unsatisfied paths and the average amount of their violation is
noted. This is because the global embedder can introduce more
spacing (and shields), while requiring less reroute, to satisfy
crosstalk constraints, in an uncongested design. This explains the
increase in fors15850_c when the multiplier is scaled
to 0.8.

5 Conclusions
Route Embedding is presented as a new method for address-

ing crosstalk. This approach minimally modifies a set of routes to
satisfy timing and noise-margin constraints at individual sinks. The
traditional method of addressing crosstalk by minimizing coupling
capacitance is rejected in favor of a performance-oriented crosstalk

model. Analysis of the interactions between capacitively-coupl
conductors disclosed a relatively simple, yet extensible mod
capable of predicting both crosstalk-induced noise-amplitude a
wire-delay changes. The model captures the dependence and s
tivity of crosstalk on temporal proximity and edge-rates. Simul
tions show the model to be accurate within 8% for wire-dela
changes and 10% for noise amplitude. Furthermore, the mode
linearized, permitting a trade-off between temporal proximity an
spatial proximity in a linear solver.

Coupled with this crosstalk model, a global-route embedd
with performance-driven crosstalk constraints is implemented.
satisfies slack and noise-margins at the critical sinks by comput
expected spacings, inserting shields and selectively rerout
unsatisfied paths through uncongested regions. This approa
implemented as a linear program, guarantees that timing and no
specifications will be met. Routing capacity constraints a
enforced to guarantee that a detailed routing solution is feasib
Experiments on large standard-cell groups and the top level ro
ing of a microprocessor demonstrate the method. The glo
embedder satisfied crosstalk constraints at critical sinks for a ra
of performance goals, demonstrating a trade-off between a
(spacing and shields) and crosstalk. A 30% tightening of co
straints on the microprocessor required a 34% increase in critic
path routing area. Finally, a correlation between crosstalk and c
gestion is demonstrated. With uncongested designs, the glo
embedder is better able to meet their timing and noise specifi
tions and limit the number of paths requiring rerouting.
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Table 4: First iteration through Global Route Embedding.

Design

Constrai
nt

multiplie
r Shields

Specification
Violations (%)

Paths not
satisfied

(%)
Average
violation

s15850 1.0 1156.6 0 0.0 0.0
0.9 1306.8 36 1.8 6.5
0.8 1555.5 32 1.7 17.5
0.7 1868.5 24 2.1 25.4

s15850_c 1.0 998.6 0 0.0 0.0
0.9 1073.8 63 1.2 4.3
0.8 1435.7 72 1.3 6.7
0.7 1733.4 96 1.5 8.2

NNC 1.0 2335.6 0 0.0 0.0
0.9 2693.3 0 0.8 0.1
0.8 3335.1 9 1.1 0.7
0.7 3925.4 16 1.4 1.7

EXU 1.0 2634.2 128 0.0 0.0
0.9 2877.9 247 0.0 0.0
0.8 3197.8 229 0.0 0.0
0.7 3684.6 385 0.0 0.0

FXU 1.0 978.3 155 0.0 0.0
0.9 1027.7 130 0.0 0.0
0.8 1147.4 147 0.0 0.0
0.7 1312.5 135 6.0 2.0
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Figure 10.Trade-off between area and crosstalk severity
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