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1. ABSTRACT
A fair amount of work has been done in recent years on reducing power consumption in caches by using a small instruction buffer placed between the execution pipe and a larger main cache [1,2,6]. These techniques, however, often degrade the overall system performance. In this paper, we propose using a small instruction buffer, also called a loop cache, to save power. A loop cache has no address tag store. It consists of a direct-mapped data array and a loop cache controller. The loop cache controller knows precisely whether the next instruction request will hit in the loop cache, well ahead of time. As a result, there is no performance degradation.
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2. INTRODUCTION
Many embedded applications are characterized by spending a large fraction of execution time on small program loops. A fair amount of work has been done in recent years on reducing power consumption in caches by using a small instruction buffer placed between the execution pipe and a larger main cache [1,2,6]. Using this approach, however, may incur cycle penalties due to instruction buffer misses (the requested instructions are not found in the buffer). Another approach is to operate the main cache in the same cycle only if there is a buffer miss, possibly at the expense of a longer cycle time. In portable embedded systems, these performance degrading techniques could have an adverse affect on the energy consumption at the system level [3].

In this paper, we propose using a small instruction buffer, referred to here as a loop cache, to reduce the instruction fetch energy when executing tight program loops. This is achieved without degrading the performance, as measured by increased number of execution cycles or longer cycle time. In this technique, the instruction fetch datapath consists of two levels of instruction caching: an on-chip main cache (unified or split), and a small loop cache. Instructions are supplied to the execution core either from the loop cache or from the main cache. The loop cache controller knows precisely whether the next instruction request will hit in the loop cache, well ahead of time. The loop cache has no address tag store. Its cache array can be implemented as a direct-mapped array. Further, there is no valid bit associated with each loop cache entry.

Our proposed technique is based on the definition, detection and utilization of a special class of branch instructions, called the short backward branch instruction (sbb). When a sbb is detected in an instruction stream and is found to be taken, the loop cache controller assumes that we are starting to execute the second iteration of a program loop, and tries to fill up the loop cache. Starting from the third iteration, the controller directs all the instruction requests to the loop cache and shuts of the main cache completely.

3. Short Backward Branch Instructions
A short backward branch instruction (sbb) is any PC-relative branch instruction that fit the following instruction format. It can be conditional or unconditional.

<table>
<thead>
<tr>
<th>opcode</th>
<th>upper displacement (ud)</th>
<th>lower displacement (ld)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 ... 1 1</td>
<td>X X ... X X</td>
<td></td>
</tr>
</tbody>
</table>

branch displacement

![Figure 1. sbb Instruction Format](image)

The upper portion of the branch displacement field of a sbb are all ones (indicating a negative branch displacement). The lower portion of the branch displacement field, ld, is w bit wide. By definition, a sbb has a maximum backward branch distance given by 2^w instructions. The size of the loop cache is also given by 2^w instructions. This definition ensures that if a sbb is decoded and recognized as such by the decoding hardware, the loop size in question is guaranteed to be no larger than the loop cache size.

Triggering sbb
When a sbb is detected in an instruction stream and found to be taken, the hardware assumes that the program is executing a loop and initiates all the appropriate control actions to utilize the loop cache. The sbb that triggers this transition is called the triggering sbb.
4. Loop Cache Organization

Figure 2 shows the organization of a 2^w-entry loop cache and how it is being accessed with an instruction address A[31:0]. A loop cache does not have an address tag store. The loop cache array can be implemented as a direct-mapped array. It is indexed using the index(A) field of the instruction address. The index(A) field is w-bit wide. The array can store 2^w instructions. By definition of a sbb, the maximum program loop size that can be recognized and captured by the loop cache is 2^w instructions. Thus accessing the loop cache during program loop execution is guaranteed to be unique and non-conflicting. That is: (i) an instruction in the program loop will always be mapped to a unique location in the loop cache array; and (ii) there could never be more than one instruction from a given program loop to compete for a particular cache location. When the program loop being captured is smaller than the loop cache size, only part of the loop cache array is utilized.

![Figure 2. Loop Cache Organization](image)

Unlike many other loop caching schemes, our loop caching scheme does not require the program loop to be aligned to any particular address boundary. The software can place a loop at any arbitrary starting address.

5. Determining Loop Cache Hit/Miss Early

In order to determine in advance, whether the next instruction fetch will hit in the loop cache, the controller needs the following information on a cycle-to-cycle basis: (a) is the next instruction fetch a sequential fetch or is there a change of control flow (cof)? (b) if there is a cof, is it caused by the triggering sbb? (c) is the loop cache completely warmed up with the program loop so we could access the loop cache instead of the main cache?

Information pertaining to (a) can be easily obtained from the instruction decode unit as well as the fetch and branch unit in the pipeline.

5.1 Monitoring sbb Execution

To obtain information pertaining to (b), a counter based scheme similar to those proposed in [3] could be used. In this scheme, when a sbb is encountered and taken, its lower displacement field, ld, is loaded into a w-bit increment counter called Count_Register (see Figure 3). The hardware then infers the size of the program loop from this branch displacement field. It does so by incrementing this negative displacement by one, each time an instruction is executed sequentially. When the counter becomes zero, the hardware knows that we are executing the triggering sbb. If the triggering sbb is taken again, the increment counter is reinitialized with the ld field from the sbb, and the process described above repeats itself. Using this scheme, the controller knows whether a cof is caused by the triggering sbb, by examining the value in the Count_Register.

![Figure 3. Counter based scheme to monitor sbb executions](image)

5.2 Loop Cache Controller

The state transition diagram for the loop cache controller is show in Figure 4. The controller ensures that the loop cache is warmed up before it is being utilized. It begins with an IDLE state. When a sbb is decoded, its ld field is loaded into the Count_Register. If the sbb is taken, the controller enters a FILL state. The sbb becomes the triggering sbb. When in the FILL state, the controller fills the loop cache with the instructions being fetched from the main cache. As the negative value in the Count_Register increases and becomes zero, the controller knows that the instruction currently being executed is the triggering sbb. If the triggering sbb is not taken, the controller returns to the IDLE state. Otherwise, it enters an ACTIVE state. While in the FILL state, if there is a cof that is not caused by the triggering sbb, the controller also returns to the IDLE state.

![Figure 4. Loop Cache Controller](image)

6. Experimental Results

Instruction level simulations were performed using the Powerstone benchmarks (shown in Table 1) to quantify our
caching technique. These benchmarks were compiled to the M•CORE™ ISA [4] using the Diab 4.2.2 compiler. There is no performance degradation associated with this technique. We define the main cache access rates as the number of instruction references made to the main cache using a loop cache, divided by the number of instruction references made to the main cache without a loop cache.

**Table 1: Powerstone Benchmarks**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Dynamic Inst. Count</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>auto</td>
<td>17374</td>
<td>Automobile control application</td>
</tr>
<tr>
<td>blit</td>
<td>72416</td>
<td>Graphics application</td>
</tr>
<tr>
<td>compress</td>
<td>322101</td>
<td>A Unix utility</td>
</tr>
<tr>
<td>des</td>
<td>510814</td>
<td>Data Encryption Standard</td>
</tr>
<tr>
<td>engine</td>
<td>955012</td>
<td>Engine control application</td>
</tr>
<tr>
<td>fir_int</td>
<td>629166</td>
<td>Integer FIR filter</td>
</tr>
<tr>
<td>g3fax</td>
<td>1412648</td>
<td>Group three fax decode</td>
</tr>
<tr>
<td>g721</td>
<td>231706</td>
<td>Adaptive differential PCM for voice compression</td>
</tr>
<tr>
<td>jpeg</td>
<td>1342076</td>
<td>JPEG 24-bit image decompression standard</td>
</tr>
<tr>
<td>map3d</td>
<td>1228596</td>
<td>3D interpolating function for automobile control applications</td>
</tr>
<tr>
<td>pocsg</td>
<td>131159</td>
<td>POCSAG communication protocol for paging applications</td>
</tr>
<tr>
<td>servo</td>
<td>41132</td>
<td>Hard disc drive servo control</td>
</tr>
<tr>
<td>summin</td>
<td>1330505</td>
<td>Handwriting recognition</td>
</tr>
<tr>
<td>ucbsort</td>
<td>674165</td>
<td>U.C.B. Quick Sort</td>
</tr>
<tr>
<td>v42bss</td>
<td>1488430</td>
<td>Modern encoding/decoding</td>
</tr>
</tbody>
</table>

Figure 5 shows the average main cache access rates for the entire benchmark suite, as a function of \( w \). The access rate decreases most dramatically from \( w=2 \) to \( w=5 \). This is because the program loops found in these benchmarks were dominated by loops with size of 32 instructions or less. With a 32-entry \( (w=5) \) loop cache, the main cache access rate is reduced by about 37.9%.

![Figure 5. Main Cache Access Rates](image)

**7. Summary**

Low system cost and low energy consumption are two important factors to consider in designing many embedded systems. In this paper, we proposed a low-cost instruction caching scheme to reduce the instruction fetch energy when executing small tight loops. Our proposed technique is unique in the following ways [3,5]:

- This technique is based on the definition, detection and utilization of a special class of branch instructions, called the short backward branch instruction (sbb). By definition of a sbb instruction, the size of the program loop that the hardware is trying to capture is guaranteed to be no larger than the loop cache size. Furthermore, the hardware infers from the sbb instruction, how many instructions are actually contained in the loop.
- Our caching scheme does not have an address tag store. The loop cache array can be implemented as a direct mapped array. It does not have a valid bit associated with each loop cache entry. The low area cost associated with the loop cache allows it to be tightly integrated into the microprocessor core. Tight integration not only further reduces the instruction fetch energy, it could also reduce or even eliminate the adverse impact on memory access time due to the presence of the loop cache.
- Unlike many other loop cache implementations, our scheme does not require the program loops to be aligned to any particular address boundary. The software is allowed to place a loop at any arbitrary starting address.
- Lastly, and most importantly, there is no cycle count penalty nor cycle time degradation associated with this technique.
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