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Abstract longer practically be separated from model reduction, we will

Accurate interconnect analysishas become essential not only
for post-layout verification but also for synthesis. Thistutorial
explores interconnect analysis and extraction methodology on
three levels: coarse extraction to guide synthesis, detailed ex-
traction for full-chip analysis, and full 3D analysis for critical
nets. e will also describe the electrical issues caused by par-
asitics and how they have, and will be, influenced by changing
technology. Theimportance of model order reduction will be de-
scribed aswell as methodol ogiesat the synthesi sstagefor avoid-
ing parasitic problems.

1 Introduction

With increasing circuit speeds and chip densities, consider-
ation of interconnect parasitics must be both more accurate and
sophisticated, aswell asoccur increasingly early inthelC design
process. In the design planning stage, this means more accurate
estimation techniques to guide design decisions and to enable
more" correct-by-construction” synthesis. Inthe post-layout ver-
ification stage, thisrequires the solution of a complex parasitic
extraction and analysis problem on an expl oding amount of data.
In this paper, we discuss post-layout parasitic extraction as well
as approaches to parasitic-aware synthesis.

We begin in Section 2 by discussing the el ectrical issuesthat
requiredetail ed understanding of parasitics. Theseincludeaccu-
rate timing, noise, el ectromigration, and power-supply integrity
anaysis. Wewill consider the relative importance of resistance,
capacitance, and inductance in these analyses, and aso the in-
fluence of new technology (e.g. Cu) and scaling. In Section 3,
we briefly consider modern approaches to capacitance extrac-
tion that include scan-band a gorithms combined with analytical
or table-look-up model s and then consider extending these tech-
niques for inductance.

We briefly enumerate the current approaches to model-order
reduction, which has becomethe essentid link between thelarge
number of extracted RLC parasitic circuit e ementsand practical
electrical analysis.

Any RLC extraction method must solve Maxwell’s equations
at some level. While previoudly, the need for solution could be
limited to the calibration of table-look-up extractors, more re-
cently, increasi ng frequencies have moved board-level issueson-
chip and the lines between circuit theory and field theory have
become increasingly blurred. In Section 4, we will discuss ef-
ficient approaches to the necessary 3D eectromagnetic analy-
sis, from quasi static to full-wave. Because the extraction can no
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discuss approaches to generate low order models directly from
Maxwell’s equations.

If alarge number of eectrical problems are not discovered
until after layout, significant redesign and rework will be neces-
sary. Asaresult, electrical correctness must be engineered into
the entire IC design process. In the fina sections of this tuto-
rial, we consider how correctness can be built into the intercon-
nect design environment by controlling lengths (through place-
ment), coupling (through congestion control in placement) and
circuitimmunity to noise (throughdriver sizing and buffer inser-
tion). Detailed routers must also understand length, width and
adjacency criticality. These needsdemand accurate i nterconnect
estimates to drive placement, synthesis, and routings, which we
also discuss.

2 Electrical verification

All of theimportant electrical issuesthat must be considered
in the design of deep submicron integrated circuits require de-
tailed understanding of interconnect parasitics. In this section,
we consider the requirements that each of these analyses put on
interconnect extraction. Specifically, we consider timing, signal
integrity, electromigration, and power-supply integrity anaysis.
In all cases, these anayses are becoming more complex (with a
concommitant increase in the accuracy demands on extraction)
asaresult of technol ogy scaling, both shrinking feature sizesand
increasing clock frequencies. Despite the growing importance
of interconnect, one must be wary not to forget the silicon de-
vicesin the quest for an “interconnect-centric” design flow.

2.1 Timing and signal integrity analysis

Interconnect analysisasit appliestotiming and signd integrity
seeksto answer three questions, al potentially inthe presence of
coupled switching activity on other nets:

e What is the effective loading on each driver? Thisis neces-
sary to optimizethe size of the driversto minimize delay and
dew, andin cases inwhichinductanceisimportant, to prevent
the net from being overdriven, which can produce a ringing
response.

e What isthedelay and slew at thereceivers? In the presence of
coupling interactions or inductance, the voltage response can
be nonmonotonic.



¢ What noisewill be coupled at thereceiver of an otherwisestatic
net due to switching on other nets?

For dimensions above 0.5um or until the late 1980's, inter-
connect densities are such that capacitive coupling is not asig-
nificant concern. In addition, wires are wide enough that resis-
tive effectsin theinterconnect are important on only the longest
nets. In static timing analysis, lumped capacitances are used to
model theloads. RC delays, where significant, are modelled us-
ing ElImoredelayq 1],[2]. Net delays are added to the path del ay.
Slews are degraded across the interconnect by a multiplicative
factor of the net delay.

As RC delays become more important in the late 1980's and
early 1990’ swiththe scaling of interconnect widths, the ElImore-
delay interconnect models with lumped capacitance load mod-
els are no longer accurate enough for delay analysis. Intercon-
nect densities, however, are still sufficiently low that couplingis
not aconcern. Asaresult, any coupling capacitances are treated
as equivalent capacitances tied to ground. At about this time,
asymptoticwaveform eval uation (AWE)[ 3], particularly asman-
ifest in the RICE package[4], introduces the CAD community
to Padé approximantg[5]. For timing analysis, thisanalysis re-
sultsin the pi-model, pol e-residue interconnect macromodel, in
which theload is characterized by a pi mode (two grounded ca
pacitors connected by aresistor) and the transfer function from
thedriver to each of thereceiversischaracterized by severa pole-
residue pairs. The Standard Parasitic Exchange Format (SPEF),
recently approved as an |EEE standard, contains a representa-
tion of thismodel asits “reduced” form. Because driver char-
acterizations are typically still based on alumped-C load moddl,
an effective-C (C'. s y)[6] becomes common to leverage existing
characterizations even with more complex load model [ 7].

Just asthe standardsare crystallizing, the growingimportance
of interconnect capacitive coupling (due to technology scaling)
adds further complexity to the landscape. Below 0.25um, one
must consider the effect of coupling capacitance on signal in-
tegrity and timing. Severa commercial vendors have extraction
toolsthat can now extract accurate distributed coupled RC net-
workswith“3D” considerationof capacitance. Some of thetech-
niques used in these extractors are discussed in Section 3. Man-
aging al the coupling and producing appropriate interconnect
macromodels is usually performed in the analysistools.

We consider one possible approach to managing coupling RC
modelsin timing and noise analysis, which is similar to that of
Reference [8]. A net complexis created for each netsin the de-
sign. The primary net of the complex isthe net on which we are
trying to analyze thetiming or noise. The complex asoincludes
secondary nets of significant coupling to the primary net. Other
netsthat coupleto the primary net but which are not deemed sig-
nificant can be lumped together as a single aggressor port, the
remainder, which can be discarded or scaled as appropriate. In
genera, these net complexes can beregarded as multi-input, multi-
output (MIMO) systems with the drivers acting as ports. If the
receivers can be treated an linear capacitors, they can be incor-
porated into the complex and the receivers monitored as “taps’
(that is, nodes onwhich to monitor the voltage) rather than ports.
Otherwise, the complexes can retain the receivers as ports and

can accommodate any linear or nonlinear load. Implicit model-
order reduction algorithms exist to reduce these complexes to
multi port macromodel's, including block versions of Lanczog[9]
and Arnoldi[10]. Anocther variant of block Arnoldi reduction,
PRIMA[11], guarantees passive macromodels.

Theseinterconnect macromodel sare animportant part of static
noise analysig[12], in determining glitches that could produce
functional failuresor inidentifying excursions above supply or
below ground which could overstress devices (and produce re-
liability problems) or inject minority carriers into the substrate
through forward-biased source-drain junctions. These models
are also an important part of static timing analysiswhere simul-
taneous switching aggressors can influence the effective | oading
and net delay[13], [14] on the primary net.

With all the focus on the interconnect, it is easy to forget the
silicon. In noise anadysis, in addition to considering intercon-
nect coupling, it isimportant to consider noise that can be in-
jected by “coupling” in the devices, in particular charge-sharing
noise and noiseinjected across source-gate or drain-gate capac-
itances. Intiming, while the effects of interconnect coupling on
delay are important, there are other “couplings’ in the devices
which can bejust asimportant and are generally ignoredin static
timing analysis. In fact, simultaneoudy-switching gate inputs
can increase or decrease the delay significantly over the single-
input-changing case. Inaddition, theswitched state (and in some
cases recent switching history) of receiving circuits can signifi-
cantly influence the load capacitance that they represent to driv-
ing gates.

Ason-chip frequencies continueto increase and copper inter-
connectg[15] gain prominence, inductance is becoming an im-
portant new consideration [16]—{18] in the el ectrical modelling
of interconnect for timing and signal-integrity anaysis. (Theon-
chip inductance of the power grid is also important to power-
supply integrity analysis, discussed in Section 2.2.) Whilein-
ductance haslong been considered in high-speed board and pack-
age designs, the highly-controlled design style (with its gener-
ous utilizationof power and ground planes) greatly simplifiesthe
analysis. More complex extraction is required to model induc-
tance within the context of the gridded power and ground dis-
tribution common to VLSI chipg[19]. This will be considered
more in Section 3.

2.2 Power supply integrity and electromigration
analysis

Thedesign of the power grid can nolonger betaken for granted
indeep submicrondigital ICs. Because of largeaverage and tran-
sient current demands, power-supply integrity and el ectromigra
tionanaysisisastandard part of deep submicron design method-
ologies, athough no really good tools or techniques have been
developed to accurately model the current demands of tens of
millions of transistors. The power grid is usually extracted in-
dependently from the signal lines for power supply and el ectro-
migration analysig[ 7], [20]. “ Power points’ of some sort aretra-
ditiona defined in the methodol ogy, pins within the power and
ground network that separate the “local” power-ground distri-
bution from the globa one. “Peak” and “average’ currents are



calculated using dynamic (simulation-based) or static (usualy
probabilistic) approximations and applied at the power points.
IR drop and EM anaysisisperformed withadc solve (only need
to consider the resistances) of the power grid using these current
values. Electromigration anaysis further requires that branch
currents refer back to extracted geometries so that peak, aver-
age, and rms current densities can be compared again reliability
targets. (Themoveto Cu eases € ectromigration concerns by of -
fering about 100 x better EM religbility at the same current den-
sities as Al(Cu) interconnect.)

Détal (or Li/dt) noise on the power and ground linesis of
growing concern because di/dt continuesto increase generally
with technol ogy scaling (despite scaling supply voltage), requir-
ing that the chip and package be able to supply charge quickly
fromthesupply and to sink charge quickly to ground. Thischarge
must come from a hierarchy of decoupling capacitance, where
each leve suppliesas much charge asit can up to its maximum
response frequency, at which point the next level upisforcedto
respond. If the decoupling at agivenlevel isnot adequateto de-
liver thechargefast enough, thenthat charge may berequired too
fast from the next level, resultingin avoltagedrop acrossthe as-
sociated inductance. As aresult, explicit thin-oxide decoupling
capacitors have become amainstay in high-frequency design to
provide enough charge at the fastest time constants. Because of
the high potential for yield problems (shorts) in large-area thin-

oxidecapacitors, they areusually equi pped with a“ shut-off” mech-

anism.

Effective delta-| noise analysis requires extracting the induc-
tance of the power grid (along with its resistance and capaci-
tance) as well as reasonable estimates of the capacitances con-
tributing to on-chip decoupling. The package model must aso
beincludedintheanaysis. Resonancesin thepower distribution
close to the clock frequency are usually eliminated (by increas-
ing them and ensuring they are adequately damped) by making
suretheinductanceto the packageislow enough (by utilizingC4
technol ogy and/or increasing thenumber of leads assigned to the
power rails). There are typically, however, low frequency reso-
nances (at 50 MHz, for example, for on-chip clock frequencies
of 500 MHz) that are not easily eliminated. Noise margins must
consider these power-supply ripples. In particular, dynamic nodes
should have keeper devices to ensure that they track the power

supply.

3 Techniquesfor capacitance and resistance
extraction

Resistance and capacitance extractors in use today which are
capable of full-chip extraction al have a shapes processing en-
gine combined with 3D analytica models for capacitance[21].
Sincethenumber of layout shapes NV isvery large, scanlinealgo-
rithms [22]{25] are widely employed since they require on av-
erage only /N statesin memory. Scanlinetechniques are well-

established for designrul e checking, layout-versus-schematic (con-

nectivity) analysis, as well as parasitic extraction[26]. Shapes
processing in extraction involvescoll ecting groups of shapes (an
interactionregion) withsignificant el ectrostatic (for capacitance)

or magnetostatic (for inductance) coupling (i. e., deciding which
coupling to keep and which to discard).

Capacitance has the property of being local (that is, electric
field lines emanating from one conductor want to terminate on
the closest neighbors), one can process capacitance using asim-
pleinteraction region that contains an overlapping set of central
conductors and the distances to the nearest nei ghboring conduc-
torson al layers. To handle coupling in the direction perpen-
dicular to the scanline, a scanband is actually created with the
width of the scanband chosen to bethelargest coupling distance.
After the central conductors of an interaction region fall out of
the scanband during scanline traversal of the design, the capaci-
tances of theassociated interaction region can beca culated. Ca
pacitance extraction can be performed by matching the interac-
tions to precalculated analytic models for common geometries
(often parameterized with distance or width)[21]. When an avail-
able pattern is not found, Laplace's equation can be solved for
the interaction region using the techniques described in Section
4. Resistance extraction can either precede or foll ow capacitance
extraction.

Scan-band techniquescan a so be extended to consider induc-
tance extraction. Unlike capacitance, inductance has the poten-
tial to be very nonlocal with complex frequency-dependent re-
turn paths. By necessity, interaction regions for inductance ex-
traction will belarger than for capacitance extraction. Reference
[17] providesone possibleset of geometry-based decomposition
rulesamenabl eto scanband shapes processi ng in which the power
and ground distribution of the chip is used to define the interac-
tion region.

4 Full 3D extraction

The extractors of the previous section use precal culated so-
lutions for quick lookup during the the extraction process. To
calibrate such engines as well as verify their results for critica
nets we require fully general 3D extractors or “field solvers’.
This section discusses an approach to fast, general, 3D induc-

tance and capacitance extractionin additionto how such approaches

can be combined to directly extract reduced order models with-
out the traditional extraction step. Also discussed are the diffi-
culties in extraction as skin effect, distributed effects, and full-
wave effects appear on-chip.

4.1 Fast 3D inductance and capacitance solvers

The heuristicsnecessary to makefull-chipinductance and ca-
pacitance extraction practica must be developed from an accu-
rate solution of thegoverning Maxwell’s equations. For thisrea-
son, it is necessary to have full 3D field solversto anayze the
complicated geometriesof interconnect accurately, yet fast enough
to handle a section of the interconnect significantly larger than
the“interactionregion” onwhichthe heuristic methodsare based.

For capacitance extraction, it is common to apply aboundary
element approach which requires discretization of only the sur-
faces of conductorg27],[28]. Thegoal of capacitance extraction
isto extract the capacitance matrix, C', which relates conductor



voltagesto chargeviaC'V = @ where C' € R*** for the k con-
dutor problem. Since the charge density over the conductor is
rarely uniform, computing thisrelation requires solving theinte-
gra form of Laplace’ sequation & times. If thesurfaceisdivided
inton charge panels, each with aconstant, unknown charge, then
solving Laplace' sequation invol vescomputing amatrix solution
to

Pg=v 1)

where ¢ € R" are the unknown charges on each panel, v € R"
are the known panel voltages, and /;; can be directly computed
from the integral relation.

Since P isadense matrix, it must be solved with iterative so-
[utiontechniquesaccel erated by “fast-multipol€’ or other matrix
gparsification algorithmsto handl e the 100,000+ number of pan-
els necessary for complicated 3D structures (see [29] for many
references). Thiscombined approach reducesthe computational
(and storage) cost of using boundary and volume-element meth-
odsto nearly O(nk), where k isthe number of conductors.

Much of the full chip extraction technology for capacitance
centers around deriving approximate, yet sophisticated parame-
terizations of capacitance based on many full 3D solutions. The
positivesideisthat theloca nature of capacitance, as described
in Section 3, alows one to readily discard many of the distant
coupling capacitances, and the diagonal -dominanceof the C' ma

trix keepsthistruncationfrom destroying the passivity of theequiv-

aent circuit.

The inductance problem isthe opposite. Approximationsfor
the inductance are easy, but inductance is not loca and the re-
quired sizeof theinteractionregion comes only after understand-
ing the entire path of current flow.

To explain why approximate extraction is easy, inductance
can be extracted as a non-loop quantity using the concept of par-
tial inductance]28]. Assume we wish to extract self and mutual
partial inductancevaluesfor two*lumps’ of an RLC circuit. We
wish to relate current to voltageviathe L, R € R**? matrices as

(R+jwl)[ =V

wherel, V are the currents through each conductor and the volt-
ageacross, andw istheradian frequency. Unlikethe capacitance
problem, the current density and direction is constant in each
conductor when the frequency islow enough to ignore skin &f-
fect. Then theinductance matrix can be computed directly from
theintegral relation without any matrix solution through

[ ]
L= [ [ SChaviav @
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wheretheintegral is over the volume of the conductors, r isthe
positionin agiven filament, and l; isthe unit vector in the direc-
tion of current flow for conductor .

At current clock speeds and on-chip geometries, the constant
current density is an acceptable assumption for the interconnect
wires. The difficulty instead comes in deciding which entries,
L;;, to compute and how to stably account for those neglected.

Asclock speedsincrease, thecurrent density isno longer con-
stant due to skin and proximity effects. Additionaly, the current

in structures such asthesubstrate can play alarger role. For non-
wire-likestructuressuch asthe substrate, neither the current den-
sity distribution or the current direction are known a priori.

To model these effects accurately now requires matrix solu-
tion. The interior of conductors is divided into bundles of fila-
ments, each which carries a constant current density. Comput-
ing the equivalent salf and mutual inductance between multiple
“lumps’ now involvesfirst computing thefull partial inductance
matrix, L, between then filamentsof the problemusing (2), and
then computing a“circuit solution” to enforce current conserva:
tion at the junctions between sections of wirelumps[28]. Since
Ly islarge and dense, practical extraction again requiresefficient
sparsification approaches for thiscircuit solve [30].

4.2 Coupled RLC Modd Generation

As frequencies increase, and transmission-line effects move
on-chip, the number of “rungs’ in the fully coupled RLC lad-
der network must riseto accurately capturethedistributed nature
of the interconnect. To verify critical nets with accurate 3D ex-
tractionrequiresatwo-foldburden: the extractors of Section4.1
must solvefor more capacitiveand inductivee ements, and model
order reduction (MOR) algorithmsmust reduce larger networks.
For thisreason the most efficient approach for accurate low or-
der model generationisto skip theextraction step and go directly
from Maxwell’s equations to a reduced order model.

The approach requires applying model reduction to a system
which can be generated directly using the partia inductance 7
and the potential coefficients P instead of extracted quantities.
Panels (not capacitors!) are added to nodes of the equivalent cir-
cuit described in the previous section for inductance extraction.
By then using a noda anaysis for the panel charges, and mesh
analysis for the inductances, one can write a mixed mesh-nodal
formulation

Lm 0] Inm
Ll ®

—Rm —MA, Im Vi
o L] ]
where I,,, and V}, are the mesh currents and nodal voltages, M
and A, arethe sparse mesh and nodal incidence matrices, L,, =
ML,M!, and R,,, = M RM* where R isthediagonal resistance
matrix.

The matrix structure is similar in structure to the Modified
Nodal Analysis(MNA) matricesand can beused with PRIMA[11]
to directly generate passive reduced order model[31],[32]. The
grestest savingsisthat thematrix-vector productsneeded to com-
putethe PRIMA mode s need only compute matrix-vector prod-
uctswith L, and asmall number of matrix solveswith P. Thus,
we can still use the sparsification techniques described above.
For example, consider extracting a 5 port reduced order model
that matches 10 moments for a section of interconnect containg
1000 lumpsand assume skin effect isnegligible. If oneextracted
first, and then reduced, accurate computation of the capacitance
would require 1000 matrix solvesinvolving P. The number of
solves by using PRIMA on an appropriate form of (3) is only
5x10 = 50.
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Figure 1. Response of a1l cm transmission linewhen modeling
skin effect

4.3 Difficulties

Some difficulties arise in the above model reduction process
when skineffect ismodeled. Consider extracting areduced model
for a1 cm linetransmission line discretized to capture skin ef-
fect. The familiar repeated resonance pattern of atransmission
lineisshownin Figure1 by computing thefrequency response of
the origina system in (3). Note the decay in the resonant peaks
due to skin effect. For this simple response, matching the first
two resonances required a 21st order model. One might expect
aroughly 4th order model (one conjugate pair per resonance) to
be adequate. The difficulty can be attributed to the many “fast
modes’ associated with the many filaments used to capture skin
effect. These poles have smdll residues, but arevery closetothe
expansion point s = 0 so the model reduction approach overem-
phasizes them. Multipoint approximationsare aremedy but are
not adequately automatic in point or order selection [32].

Various authors have pursued approaches to avoid the diffi-
culties of skin effect in either the model reduction step or the
large number of internal filaments. In [33], a model reduction
approach based on an approximationto the optimal Hankel Norm
approach is proposed. To avoid generating the many interna
filaments for skin effect, in [34], volume elements are replaced
with surface elements given the known distribution of the cur-
rent due to skin and proximity effects. Such an approach has
utility when the currents are known to flow parallel to the sur-
faces. More recently, in [35], a general surface formulation is
presented which accounts for any current distributionin the vol-
umethroughonly unknownsonthesurface. Conductorsfor which
current can flow in, such asasubstrates, are accurately modelled
and are genera solutionsto Maxwell’s equations.

44 Full-Wave

For signal integrity issues, coupling has often been localized
enough that the propagation time of electromagnetic waves can
beassumed to bezero. Ascircuit speedsincrease, theretardation
effects may become important for not only signal integrity on
chip, but al so Electromagnetic I nterference (EMI). Adding retar-
dationtothe above model reduction approach isdifficult because

logic synthesis

cell placement

interconnect routing
interconnect extraction

electrical analysis

Figure 2: Typical standard-cell design process

P and L; are now functionsof frequency and applying PRIMA
directly isnolonger possible. Approachesfor dealing with such
cases are described in [36], [37].

5 Standard Cell Design Process

In this section we will discuss the standard-cell design pro-
cess and how it relates to design issues that require extraction
and electrical analysi s, such astiming, coupling noise, and power
consumption.

The typica design progresses through the steps outlined in
Figure 2. Each of the five steps from logic synthesis through
circuit/interconnect analysisis an automated task. Analysislo-
cates the interconnect problems discussed in earlier sections. If
the problemsdetected by analysisoccur in manageabl e numbers,
fixesaremade, often manually, using the ECO (Engineering Change
Order) functionality of the design tools.

However, since interconnects are becoming an increasingly
significant factor, the number of interconnect related errorsisgrow-
ing to an unmanageable size. Increasingly, ahigh density of de-
sign problems eliminates ECO fixes as an option. As the error
count grows, the feasibility of fixing a fully routed design de-
creases because of the nature of synthesis and placement algo-
rithms. Small input changes!ead to significantly different results—
whilethe original errors might be fixed, new ones show up.

51 Improvementsto Design Process

Newer electrically directed agorithms brake the large loop
into smaller loops, as shown in Figure 3. Most potentia prob-
lems can be solved beforerouting is done, that is, before the ac-
tual interconnect and detailed extraction data is known. With
electrically directed a gorithms, interconnect estimation and el ec-
trical analysisdirect thecircuit design, logicdesign and cell place-
ment algorithms.

The lower loop till exists to fix any residua errors, the ex-
pectation being that only a handful of errors will first show up
after the final circuit/interconnect analysis.

6 Immunizing a Design from Interconnect
Problems

This section considers some operations that eectrically di-
rected design tools can take to safeguard a design from inter-
connect problemsbefore theinterconnect isactually designed or
routed. Specifically a design tool can:
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Figure 3: Electricaly driven design process

o Keep wirelengthsshort by controlling placement. The place-
ment algorithmtriesto keep any cell closeto other cellsit con-
nectsto; extrapolating onward, it triesto keep every cdll close
toevery other cell. The placement algorithmmust alwaysmake
tradeoff decisions. Traditional placers base the decisions on
net connectivity only; much improvement is possible if the
decision is also based on timing[38], power and noise criti-
cality.

o Tunedriver size for giveninterconnect. For standard-cell de-
sign, thiscircuit optimization process may choose among dif-
ferent cellswith similar functionality, or it may insert abuffer
with increased drive strength. The optimizer increases driver
strengths to reduce delays to the next stage, to sharpen edge
times (for power reduction), or to reduce noise glitches gen-
erated from switching on coupled nets. It decreases strengths
to reduce loading on the previous stage (for either power or
timing reasons).

o Break long interconnect spans by inserting bufferg39]. This
reduces the quadratic effect of RC interconnect delays. For
high fanout nets, multi-level buffer trees may be inserted.

e Structurethelogicto better match timing requirements. A de-
sign can afford more logic levels a ong non-critical paths and
fewer logic levels along timing critical paths. Restructuring
the combinational logicthrough timing directed bool ean min-
imization[40] may be able to make these tradeoffs and save a
few levelsof logic on critical paths. Thistype of analysisand
logic structuring is standard with logic synthesistools.

o Determine physical constraintsto pass to the router. It's pos-
sible to give modern routers instructions on routing priority,
maxi mum/minimum interconnect lengths, and proximity lim-
itstoother nets. Cal culating such constraintsand passing them
to the router may produce a design with more immunity to
coupling noise problems.

Several schemes exist for integratingtheal gorithmsintheup-
per loop of Figure 3. The loop may be constructed of individ-
ual programs (e.g., placer, anaysis tool, buffer insertion tool)

Action Possible | Impact on
savings | other paths
logic restructuring 15% high
placement 55 % high
driver sizing/buffering | 30 % medium
buffer insertion for 10 % low
long interconnects
routing directives 5% medium

Table 1: Expected maximum savingsfor different optimizations

that operate on the entire design in each iteration. Alternatively,
theloop may be constructed by tightly integrating the algorithms
into one program where individual design decisions are made
through one “iteration” of the loop—in this scheme the electri-
cal analysis more closely “directs’ the placement, or circuit de-
sign. Yet another scheme sets up alarge optimization problem
that includes alarge number of decisionsinto one set of solvable
equations.

Detailed extractionispossibleonly inthefinal loop, whenthe
full routing informationisknown. In the earlier steps, those oc-
curring before interconnect routing, anaysis must work within-
terconnect estimates based on availableinformation. Thisisde-
scribed in Section 7.

6.1 Timing optimization

This Section considersthe possiblesavingsintotal path delay
that could be expected by optimizing a critical path using each
of the actions outlined above. In general, the savings can vary
widely and are highly dependent on factors such as agorithm,
design size, design characteristics, tuning parameters, etc. The
numbersreported in Table 1 reflect the maximum range that one
could hopeto achieve with atypical design.

Thethird columnindicateshow likely afix to onetiming path
comes at the expense of another timing path. A highimpact indi-
cates that savings are reduced if the critical path density ishigh.

We observethat placement and driver sizing and buffering of -
fer significant savings. The logic restructuring val ue presented
here does not includethe effects of logic synthesisitself, anditis
recognized that logic synthesisitself has a clear impact on tim-

ing.

7 Parasitic Models

An interconnect parasitic model is needed for any type of de-
lay, noiseor power analysis. Varying degrees of information are
available during different stages of the design process. The dif-
ferent types of parasitic models are outlined bel ow:

o Fanout based parasiticmodel: Thismodel, commonly known
as the wireload model in logic synthesis tools, estimates the
total net capacitance and resistance based on the number of
connections on anet, and on the estimated overall block size.
Capacitanceandresistance valuesaretypically derivedfrom a
statistical analysis of netsin previous designs. The estimates
tend to be inaccurate—for large blocks, errors can be as high



as 10x—sincethemodel has noway of knowingwhether con-
nected cellswill end up being placed adjacent to each other or
on opposite corners of the block.

Themodel isvery easy to compute and can be computed dur-
ing any stage of the design process.

o Placement based parasiticmodel: Thismodel uses placement
information of connection points on a net. Particular routing
directions(e.g., up-then-acrossversus across-then-up) may be
wrong, but point-to-point distances are quite accurate. The
model uses average values of capacitance and resistance per
length. Themodel ismore expensiveto compute but more ac-
curatethanthefanout based model. Typical errorsare bounded
within 20%.

¢ Global route parasiticmodel: A global routeimage of al nets
is required for thismodel. The global route data contains a
coarse routing map (with known routing directions) for each
net. This model understands congestion and may know, for
example, the number of lines routed through a region about
tenlineswide. Unlikethe previoustwo models, thismodel es-
timates coupling capacitance more accurately, since conges-
tion numbers are known. Thisis an important accuracy im-
provement since coupling capacitance can account for 50-70%
of total wirecapacitance. Typica errorswiththismodel rarely
exceed 10%.

It is slower to compute, and can only be done after al place-
ment and global routing is done.

o 3D extraction model. This model, described in Section 4.1
can only becal cul ated after full routingdetail sareknown. The
model has known, reliable accuracy, but is expensive to com-
pute.
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