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Abstract

We introduce the associative skew clock routing problem, which seeks a clock routing tree such that zero skew is preserved only within identified groups of sinks. The associative skew problem is easier to address within current EDA frameworks than useful-skew (skew-scheduling) approaches, and defines an interesting tradeoff between the traditional zero-skew clock routing problem (one sink group) and the Steiner minimum tree problem (n sink groups). We present a set of heuristic building blocks, including an efficient and optimal method of merging two zero-skew trees such that zero skew is preserved within the sink sets of each tree. Finally, we list a number of open issues for research and practical application.

1 Introduction

The design of the clock distribution network is one of the most critical tasks in high-performance, deep-submicron VLSI system design. A clock routing instance consists of (i) a set of sink register locations $S = \{s_1, s_2, \ldots, s_n\} \subset \mathbb{R}^2$, and optionally (ii) a binary-tree connection topology $G$ rooted at source $s_0$, with $n$ leaves corresponding to the sinks in $S$. The generic clock routing problem seeks to define and embed the topology into the Manhattan plane – i.e., construct a clock tree $T$ that maps each internal node $v \in G$ to a location $l(v)$ in the Manhattan plane.

Among the constraints on the clock routing solution, skew is the most fundamental. When the clock tree is rooted at the source, any edge between a parent node $p$ and its child $v$ may be identified with the child node, i.e., we denote this edge as $e_v$. If $l(u,v)$ denotes the signal delay between nodes $u$ and $v$, then the skew of clock tree $T$ is given by

$$skew(T) = \max_{s_i,s_j} |l(s_i, s_j) - l(s_0, s_j)|$$

$$= \max_{s_i,s_j} \{l(s_i, s_j)\} - \min_{s_i,s_j} \{l(s_0, s_j)\}$$

The cost of the edge $e_v$ is simply its wirelength, denoted $|e_v|$; this is at least as large as the Manhattan distance between the endpoints of the edge, i.e., $|e_v| \geq d(l(p), l(v))$. The cost of $T$ is the total wirelength of the edges in $T$. Three directions in the recent clock routing literature are relevant to our present work.

- The zero-skew tree (ZST) literature, which seeks a minimum-cost clock tree having zero skew, saw rapid growth during the early 1990’s [15, 13]. Notably, the Deferred-Merge Embedding (DME) algorithm [1, 3, 8] embeds internal nodes of a topology $G$ via (i) bottom-up construction of a tree of merging segments, or merging tree, representing loci of possible placements of internal nodes in the ZST; and (ii) top-down determination of exact locations for the internal nodes of $G$. DME achieves minimum wirelength and tree radius for any given input topology. Related works study topology constructions that lead to low-cost solutions when DME is applied; the most successful variant is Greedy-DME [9].

- More recently, it has been noted that “exact zero skew” comes at the price of increased wiring area and higher power dissipation, even as circuits still operate correctly within some non-zero skew bound. Hence, the bounded-skew tree (BST) problem was addressed in [14, 7, 16, 6]. The BST problem provides a continuous tradeoff between two classic routing problems – the zero-skew tree (ZST) problem for skew bound $B = 0$, and the rectilinear Steiner minimum tree (RSMT) problem for $B = \infty$.

- Finally, Friedman and coauthors have pointed out that the classic “zero-skew” formulation for clock routing is over-constrained – in that there are constraints between all pairs of sinks. Skew constraints actually exist only between pairs of sequentially adjacent registers, i.e., pairs of registers connected by purely combinational paths of logic and interconnect. Indeed, “clock skew between nonsequentially connected registers, from an analysis viewpoint, has no effect on the performance and reliability of the synchronous system and is essentially meaningless” [13]. However, no clean and/or optimal techniques (a la DME) have emerged for topology design and route embedding in this less constrained regime.

2 The Associative Skew Problem

Despite the observation in [13] and the availability of such works as [17], zero- and bounded-skew formulations dominate current EDA tools, i.e., relative sink delays are constrained for all pairs of sink registers. Adoption of useful-skew or skew-scheduling approaches will likely require some time, along with non-trivial methodology changes. The purpose of this paper is to highlight a new clock tree design formulation that offers interesting algorithmic challenges, as well as a more evolutionary path from current tools and methodology.

The main point established by [13] is that in creating the clock topology over synchronizing elements (latches or flip-flops) of a design, the greatest care must be taken for those elements whose datapaths are connected directly together. For example, if flip-flops in a shift register are not clustered together in the same leaf cluster of the (buffer) topology, hold time violations are exceptionally
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The observation in [13] is not new, e.g., the LP- and graph-based methods of [12] [19] [18] use skew optimizations (“useful skew” [21]) to improve system clock frequency. Kouvet and Friedman [17] use integer programming in a method for simultaneous skew scheduling and topology design. In general, there has not yet been a satisfactory methodology to address the difficult cyclic precedence constraints among (i) component placement, (ii) skew scheduling and retiming optimizations, (iii) clock topology (buffer hierarchy) design, (iv) ECO placement for buffer insertion (and related performance optimizations), and (v) route embedding.
The term “associative skew” is due to the late Patrick Catapano, Jr., who suggested modifying the buffer clustering phase of existing clock tree synthesis and place-and-route methodologies to ensure that “closely-related” registers be driven by the same leaf buffer, guaranteeing low skew. Here, “closely-related” might mean, e.g., that no more than some small number \( k \) of combinational logic levels separates the two registers. Catapano’s suggestion promotes small skew between sequentially adjacent registers, even though it ignores concepts such as non-zero (useful) skew, skew scheduling, etc. In this way, setup and hold violations may be avoided while largely remaining within the current methodology.

Depending on the topology of the graph of sequential adjacency (i.e., over the set of registers), as well as the results of static timing (which determine global skew bounds), the design may turn out to have clusters of registers with few or no skew constraints between clusters, but very tight skew bounds within clusters. The skew bounds within clusters can be addressed, e.g., by existing zero-skew and bounded-skew constructions; the looser global skew constraints between clusters can be addressed with a post-processing approach (e.g., by insertion of delay elements). Such a perspective suggests the following problem formulation:

The Associative Skew Tree (AST) Problem. Given a sink set \( S \) that is partitioned into subsets \( S_1, S_2, \ldots, S_k \), such that the \( S_i \)'s are disjoint and their union is \( S \), construct a minimum-cost clock routing tree over the sinks of \( S \), such that there is zero skew within each sink subset \( S_i, i = 1, 2, \ldots, k \). (There is no skew constraint between two sinks that are in different subsets.)

Note that the AST problem defines an interesting tradeoff between the traditional zero-skew clock routing problem (\( k = 1 \) sink group) and the Steiner minimum tree problem (\( k = n \) sink groups). This tradeoff is qualitatively different from the bounded-skew tradeoff.

3 Heuristics for the Associative Skew Problem

In this section, we describe and compare several heuristics for the AST problem. The first corresponds to available current practice, while the remaining four are our new approaches.

3.1 Heuristic H0: \( k \)-Greedy-DME

An obvious baseline heuristic is to run Greedy-DME [9] over all sinks at once, essentially ignoring the fact that the skews are less constrained than in the classic ZST problem. Below, we will refer to this baseline heuristic as GDME. Nearly as simple, but potentially more effective, is to run Greedy-DME on each of the \( k \) sink groups \( S_1, S_2, \ldots, S_k \) separately, then join the roots of the \( k \) ZSTs with a heuristic rectilinear Steiner minimum tree (RSMT), e.g., returned by the Iterated 1-Steiner method [15]. This “\( k \)-Greedy-DME” heuristic, which we call H0, can save a logarithmic factor in tree cost versus the previous approach since a ZST can be logarithmically more expensive than the RSMT. Figure 1 shows how the optimal ZST cost over \( k \) points (tree roots) evenly spaced on the unit line segment grows as \( \Theta \log k \) (cf. analysis techniques of [5]), while the optimal RSMT cost remains constant. The use of heuristic H0 is motivated when the groups of sinks are well-separated (e.g., have disjoint convex hulls); this would tend to be the case if the physical layout hierarchy reflects the functional hierarchy.

Since in a shift register there is no logic stage between the output of one register and the input of the next register, it is easy to have a hold violation unless the clock skew is very small. (Hold time violations can also be addressed with useful skew, but as noted above, the concept of useful skew is foreign to current place-and-route tools.)

3.2 Heuristic H1: Optimal Branching

We next observe that given two ZSTs, tree \( A \) over sink subset \( S(A) \), and tree \( B \) over sink subset \( S(B) \), we can combine the trees by joining the root of one tree into the other tree (not necessarily at the root). The tail of the connecting edge is the root of \( A \), and the head is inside the tree \( B \). To achieve this, we need only find the closest point of approach of the root of \( A \) to a point of \( B \). Note that this kind of joining can save the root-to-sink cost in the target tree \( T_B \) (see Figure 2).

Our heuristic \( H1 \) starts with \( k \) ZSTs \( \{Z_1, \ldots, Z_k\} \) computed by Greedy-DME over the \( k \) sink groups. For each ordered pair of trees \( (Z_i, Z_j) \) we find \( \text{cost}(Z_i, Z_j) \), the cost of the optimal joining of (the root of) \( Z_i \) into \( Z_j \). These joining costs may be represented by a complete directed graph \( G \) with nodes \( v_1, \ldots, v_k \), in which the cost of any edge \( (v_i, v_j) \) of \( G \) is equal to \( \text{cost}(Z_i, Z_j) \). Then, finding the optimal joining of all \( k \) ZSTs is equivalent to finding the optimal branching in \( G \), i.e., the minimum-cost subgraph of \( G \) containing paths from a single node to all others. The optimal branching problem was first addressed by Tarjan and by Camerini et al. in the late 1970s [20] [2]; an optimal solution can be found in time \( O(k^2) \) using Edmonds’ algorithm as implemented in [11].

3.3 Heuristic H2: Optimal Slice Merging

Even the optimal joining of one tree’s root into another tree can waste a great deal of wiring. We say that the merging of tree \( A \) into tree \( B \) entails connecting each node of a slice in \( A \) – i.e., a subset of nodes of \( A \) that contains exactly one node on each root-to-leaf path (see Figure 5) – into some joining point in \( B \). The resulting tree will have paths from the root of \( B \) to all sinks of both trees. As shown in
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**Figure 1:** For \( k = 2^l \) points (tree roots) positioned evenly on the unit segment, the cost of the rectilinear Steiner minimum tree is 1 while the cost of the ZST is \( 2^l - 1 \). The "Greedy-DME" heuristic, which we call \( H0 \), can save a logarithmic factor \( \log k \).

![Figure 2](image2.png)

**Figure 2:** The optimal branching allows a tree root to join into a non-root portion of the target tree; this can result in considerable savings versus simply constructing the RSMT over tree roots.
savings. The path from the root of \( T \) along this path is \( T \) of the tree.

**Figure 3:** The optimal merging solution is to connect pairs of leaves from the two zero-skew trees. This results in considerable savings versus the optimal branching.

**Figure 4:** An 8-point example consisting of the corners of two squares centered at the origin. Points in the first group have coordinates \((-2,-2), (-2,2), (2,2)\) and \((2,-2)\). The optimal merging solution \((b)\) with wirelength 14 saves 28% versus the Greedy DME solution with the same offsets \((a)\) with the wirelength 18.

**Figure 5:** A tree \( A \) is joined into a tree \( B \) via thick edges. The set of endpoints of these edges forms a slice \( \{v, s_1, s_2\} \). The dashed edges of the tree \( A \) form the set above \( \{v, s_1, s_2\} \); they are not part of the merged tree \( T(A, B, w) \) and represent an upper bound on wirelength savings. The path from the root of \( T(A, B, w) \) to the sink \( s \) of the tree \( A \) consists of the edge \((r(B), v), (u), (u, x), (x, v) \) and the edge \((v, s) \) of the tree \( A \). The delay along this path is \( t(B) + w \).

**Optimal Slice Merging Algorithm**

**Input:** two trees \( A \) and \( B \), and the prescribed delay offset \( w \)

**Output:** min-wirelength merged AST solution \( T(A, B, w) \)

1. For each vertex \( v \) in tree \( A \) calculate the adjusted cost \( \text{adc}(v) \)
   - Traverse edges of tree \( B \) in postorder
     - Find \( x = x(v) \) on the edge \( e \) of \( B \) closest to \( v \)
     - s.t. delay along the \( v \) to \( \text{root}(B) \)-path equals \( t(B) + w \)
     - Calculate the merging cost \( c(v) = \text{gain}(v) \) and \( \text{gain}(v) = \text{adc}(v) - c(v) \)
   - Traverse the tree \( A \) in preorder
     - if node \( v \) is a sink then potential gain \( \text{pg}(v) = \text{gain}(v) \)
     - else \( \text{pg}(v) = \max \{ \text{gain}(v), \text{pg(leftchild)} + \text{pg(rightchild)} \} \)
   - if \( \text{gain}(v) = \text{pg}(v) \) for vertex \( v \) then put vertex \( v \) in \( \text{Slice} \)
   - else traverse \( v \)

2. **Figure 6:** The Optimal Slice Merging Algorithm.

For each node \( v \) in tree \( A \) we first find the closest point \( x \) and \( \text{delay offset} \) \( w \) in \( \text{Slice} \) and we compute for each sink \( S(v) \) of \( A \) and \( B \), the root of \( A \) and \( B \), is \( \text{max} \{ \text{delay offset} \} \) and \( \text{delay offset} \) is added to the sinks in \( A \) and \( B \). Then, the delay offset that we apply in optimal merging is \( \text{max} \{ \text{delay offset} \} \) and \( \text{delay offset} \) is added to the sinks in \( B \).

In the remainder of this subsection, we formally describe the merging of two ZSTs, and the problem of finding an optimal merging. We then show how to optimally merge two ZSTs with prescribed skews.

Given two zero-skew trees \( A \) and \( B \) with sinks \( S(A) \) and \( S(B) \), respectively, we wish to optimally merge \( A \) into \( B \), i.e., construct the minimum-wirelength tree \( T = T(A, B, w) \) such that

(i) \( B \subset T \), the root of \( B \) is is the root of \( T \) and the sinks of \( T \) is \( S(T) = S(A) \cup S(B) \);

(ii) each path from the root of \( T \) to any sink from \( S(A) \) consists of edges of \( B \) (possibly including a part of a \( B \)-edge) , a new edge from a node of \( B \) to a node of \( A \) and edges of \( A \) (see Figure 5);

(iii) Each sink from \( S(A) \) has the same delay \( t(B) + w \) i.e. the same delay offset \( w \) with each sink from \( S(B) \).

We solve this problem optimally via the following two steps. For each node \( v \) in \( A \), we first find the closest point \( x = x(v) \) on edges of the tree \( B \) such that the delay along the path

---

\( ^3 \)For \( k > 2 \), the order of merging is according to a topological ordering of the optimal branching solution. Always, the smaller tree is merged into the larger tree (where size corresponds to the number of sinks in the tree).
(r(B),...,x,v,...,x) equals r(B) + v. Then we find the optimal slice in the tree A, denoted Opt, which minimizes the total length of the tree T(A, B, w). The first step can be done easily by examining all 2|S(B)| edges of the tree B for each node v in A. The second step is more involved.

The optimal slice Opt should maximize the gain in wirelength, \( gain(\text{Opt}) \), which is equal to above(\text{Opt}) (the total length of edges connecting the elements of Opt to the root \( r(A) \) of A, see Figure 5), minus the length of edges connecting each \( v \in B \) to the corresponding \( x(v) \) in B. To enable efficient calculation of gain, we must associate with each node \( v \in A \) a value \( gain(v) \) such that the gain of any slice will be equal to the sum of gains of its nodes. The gain of \( v \) is the difference of two terms: the adjusted cost of the v-to-root path in A, minus the cost \( [v, x(v)] \) to the corresponding node \( x(v) \) in B. In other words, the adjusted cost \( \text{adc}(v) \) is defined as

\[
\text{adc}(v) = \sum_{j=0}^{k-1} \frac{|V_j, v_{j+1}|}{2^j}
\]

(1)

where \( v = v_0, v_1, \ldots, v_k = r(A) \) is the v-to-root path in A. Note that \( [v, x(v)] \) may take on the value +∞ if \( x(v) \) does not exist.

Now we will prove the following property of the adjusted cost:

\[
\sum_{v \in \text{Slice}} \text{adc}(v) = \text{above(Slice)}
\]

(2)

We will show that the sum will contain the cost of any edge \( e \) above Slice. If the head \( v \) of \( e \) is in Slice, then \( e \) will be counted exactly once in \( \text{adc}(v) \). By induction assume that \( e_1 \) and \( e_2 \) are counted in the sum once, where \( e_1 \) and \( e_2 \) are the edges heading to the children of \( v \). The definition (1) implies that exactly the half of \( e \) is counted in \( \text{adc}(v) \)'s for descendants of the head of \( e_1 \) and the other half is counted in \( \text{adc}(v) \)'s for descendants of the head of \( e_2 \). Thus \( e \) is counted exactly once in the LHS of (2).

We now define \( gain(v) \) as \( gain(v) = \text{adc}(v) - [v, x(v)] \). Then, equation (2) yields that the gain of a slice is equal to the sum of the gains of its elements. After finding the gain of each node of A, we can find the slice with the maximum total gain using the obvious property: the optimal slice in a subtree rooted at \( v \) is either \{v\} itself or the union of the optimal slices in two subtrees rooted in the left and the right child of \( v \). We achieve a linear-time implementation by first traversing the tree \( A \) in postorder\(^4\), marking the nodes \( v \) for which the optimal slice in the subtree rooted at \( v \) is \{v\} itself, and the second phase in preorder\(^5\) stopping traversal at the marked nodes.

Note that we can further improve the optimal slice merging by choosing nodes inside edges of \( A \) as heads of connecting edges similarly to the method how we choose tails inside edges of \( B \).

3.4 Heuristic H3: DME-Merging

As described in [1, 3, 8], the DME algorithm constructs an optimal ZST for a given topology. Our heuristic H3 extracts the topology of the optimal slice merging solution (H2). We then run the DME algorithm on this topology, using the offsets between sink subsets that were computed by H2. The result of H3 should be at least as good as that of H2, because it gives the optimum embedding of the H2 topology. However, as we see in the next section, differences on our testbed between H2 and H3 are surprisingly small.

4 Computational Experience

We have implemented the four heuristics H0, H1, H2 and H3 using C++ in a Unix environment. Portions of our software are derived\(^6\) from the DME implementations of Ken Boese. Our experiments compare the performance (based on total tree wirelength) of these heuristics on synthetic data.\(^6\) We additionally assess implementations of Greedy-DME (GDME); the GDME1 implementation runs GDME with the sink offsets used by H2, while the GDME2 implementation runs GDME with all sink offsets = 0. Runtimes are reported for H2 (Time1; H3 runtimes are essentially the same) and for GDME1 (Time2; GDME2 runtimes are essentially the same), measured in CPU seconds on a 300MHz Sun Ultra-10 workstation with 512MB RAM.

The first type of data consists of points in k unit squares (\( k = 2 \)) whose successive origins are displaced from each other by \( (\text{shift, shift}) \) \( (\text{shift} = 0, 0, 0, 0, 0.25) \). In each of these squares we generate \( n \) random points (\( n = 25, 250 \) and \( 500 \) for \( k = 2 \)); each such group of points simulates the subset of sinks \( S_i, i = 1, \ldots, k \). The results in Table 1 show that although heuristics H2 and H3 are better than H0 and H1, the maximum wirelength is achieved by DME algorithms with greedy topology, i.e., GDME1 using offsets from H2, and GDME2 which is simple GDME without offsets. We conclude that our AST-specific heuristics will not win wirelength if the groups overlap and have similar distances (minimum possible sink delays) to the root.

The second type of data consists of points in sets of concentric squares \( Q_1, Q_2, \ldots, Q_k \). The side length of \( Q_i \) is equal to either 2i or 4i + 2, \( i = 1, \ldots, k \). We generate \( 2n \) random points in the innermost square, and \( n \) random points in each of the “rings” \( Q_2 - Q_1, \ldots, Q_k - Q_{k-1} \). Again, each such group of points simulates the subset of sinks \( S_i, i = 1, \ldots, k \). The results in Table 2 show that H2 and H3 clearly gain over the GDME algorithms that greedily define topologies. Since the runtimes of H2 and H3 are relatively small in comparison with those of GDME variants, a reasonable metaheuristic may be to simply run both H2 and GDME2, then return the better result.

Table 1: Experimental data for \( k \) pointsets generated in shifted square regions. Time1 refers to H2 runtime; Time2 refers to GDME1 runtime.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( shift )</th>
<th>H0</th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>GDME1 Time1</th>
<th>GDME1 Time2</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.25</td>
<td>0.18</td>
<td>0.22</td>
<td>0.21</td>
<td>0.24</td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td>250</td>
<td>0.25</td>
<td>0.20</td>
<td>0.24</td>
<td>0.23</td>
<td>0.26</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>500</td>
<td>0.25</td>
<td>0.22</td>
<td>0.26</td>
<td>0.25</td>
<td>0.28</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td>125</td>
<td>0.2</td>
<td>0.18</td>
<td>0.22</td>
<td>0.21</td>
<td>0.24</td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td>125</td>
<td>0.2</td>
<td>0.20</td>
<td>0.24</td>
<td>0.23</td>
<td>0.26</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>500</td>
<td>0.2</td>
<td>0.22</td>
<td>0.26</td>
<td>0.25</td>
<td>0.28</td>
<td>0.26</td>
<td>0.28</td>
</tr>
<tr>
<td>250</td>
<td>0.25</td>
<td>0.18</td>
<td>0.22</td>
<td>0.21</td>
<td>0.24</td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td>250</td>
<td>0.25</td>
<td>0.20</td>
<td>0.24</td>
<td>0.23</td>
<td>0.26</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>500</td>
<td>0.25</td>
<td>0.22</td>
<td>0.26</td>
<td>0.25</td>
<td>0.28</td>
<td>0.26</td>
<td>0.28</td>
</tr>
</tbody>
</table>

5 Conclusions and Ongoing Work

We have introduced the associitative skew tree (AST) clock routing problem, which seeks a clock tree such that zero skew is preserved.

\(^4\)I.e., visiting the left child, the right child and then the parent
\(^5\)I.e., visiting the parent, the left child, and then the right child
\(^6\)All trees have exact zero pathlength skew within each of the \( k \) sink groups. Use of Elmore-DME or higher-order delay models is straightforward, as is accounting for buffer insertion to ensure that no driven capacitive load exceeds a given limit. Our current belief is that such variant testbeds will not qualitatively affect our observations.
Table 2: Experimental data for $k$ pointsets generated in concentric square and “ring” regions. Time1 refers to H2 runtime; Time2 refers to GDME1 runtime.

only within identified groups of sinks. AST gives a new trade-off between the traditional ZST problem (one sink group) and the RSMT problem ($n$ sink groups). We present a set of four heuristics, including two that are based on an efficient optimal merging of two zero-skew trees, such that zero skew is preserved within each of the two sink groups. Our computational experience with randomly generated sink sets and the linear delay model suggest that the optimal branching heuristic can outperform Greedy-DME when the sink groups are spatially separated. On the other hand, when the sink groups are intermingled (recall that this is the motivating domain for our optimal-merging algorithm, and the heuristics $H2$ and $H3$), Greedy-DME performs surprisingly well. Since Greedy-DME is oblivious to the relaxation inherent in the AST, the key open issue is to find a heuristic that consistently outperforms Greedy-DME for the domain with intermingled sink groups. Another open issue is how to perform height-limited joining of multiple trees (either branchings or slice-mergings) so as to satisfy insertion delay constraints on the clock distribution. Generalizing the approach to include hierarchical buffering, higher-order delay models, and non-zero skew within each given sink group is another direction for future work. Finally, applying the formulation to real design data within a modern flow — where global skew constraints much be enforced, and where methodology often demands a “skew number” returned to the designer — will help point out refinements to the current formulation.
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