Implicit Enumeration of Strongly Connected Components

Aiguo Xie and Peter A. Beerel
Department of Electrical Engineering - Systems
University of Southern California
Los Angeles, CA 90089-2502

Abstract

This paper presents a BDD-based implicit algorithm to compute all maximal strongly connected components of directed graphs. The algorithm iteratively applies reachability analysis and sequentially identifies SCCs. Experiments suggest that the algorithm dramatically outperforms the only existing implicit method which must compute the transitive closure of the adjacency-matrix of the graphs.

1 Introduction

Decomposing a directed graph (digraphs) into its (maximal) strongly connected components (SCCs) is a fundamental graph problem [1] and has many important applications in CAD. Generally speaking, SCC decomposition often divides a digraph problem into subproblems, one for each SCC. The solution to the original problem can be constructed by combining the solutions to the subproblems, sometimes with the aid of the component graph (i.e., the structure of connections among SCCs).

Using an explicit data structure such as an adjacency-list or an adjacency-matrix [1], the decomposition of a digraph \( G(V, E) \) \( (V \) being the set of its nodes and \( E \) the set of its edges) can be done in linear time \( (O(|V| + |E|)) \) using a depth-first search [1, 2]. However, in many real applications, the size of the digraph can be too large (e.g. with more than \( 10^8 \) nodes) for explicit methods to be practical.

To handle larger problems, an implicit method using BDDs [3] is described in [4] to find all SCCs in the reachable state space of a finite state machine. First computes the transitive closure of the state transition relation of the machine, and then computes all SCCs simultaneously. We call this method TC-based. In practice, however, computing the transitive closure has been shown to be very computationally expensive in both CPU time and memory.

This paper proposes an alternative approach that is motivated by related algorithms that identify only the terminal SCCs, i.e., those from which no other SCCs can be reached \([6, 7, 8]\). These algorithms, rather than extracting the terminal SCCs from the set of all SCCs found using the above TC-based method, identify all terminal SCCs sequentially by iteratively applying reachability analysis \([6, 7, 8]\). Because reachability analysis is much less computationally expensive than computing the transitive closure and finite state machines often have a limited number of terminal SCCs, these algorithms have been shown to be much more efficient than the TC-based method in finding terminal SCCs.

In particular, this paper explores whether such a BDD-based reachability analysis approach can be extended to sequentially find all SCCs (not just the terminal SCCs) of a digraph. This paper answers this question in the affirmative by presenting an algorithm that recursively partitions the digraph into subgraphs using reachability analysis and reduces the SCC identification problem to individual subgraphs that are sequentially analyzed. Experiments show that the algorithm is dramatically faster and solves much larger problems than the TC-based method, especially when the graph has a small number of SCCs.

The remainder of this paper is organized as follows. Section 2 reviews implicit representation of digraphs using BDDs, and summaries the transitive-closure-based method (TC-based method below) for computing all SCCs. Section 3 details our reachability-analysis-based method (RA-based method below). The performance of the two methods are compared in Section 4. We conclude the paper in Section 5, discussing potential applications our algorithm to system analysis and formal verification.

2 Preliminaries and the TC-based method

Let \( G(V, E) \) denote a digraph where \( V \) is the set of its nodes, and for any two nodes \( u, v \in V, (u, v) \in E \) if there is an edge from \( u \) to \( v \). A vector \((v_1, v_2, \ldots, v_{n+1})\) of nodes is a path of length \( n + 1 \) \( (v_1, v_2, \ldots, v_{n+1}) \in E \), for all \( i = 1, \ldots, n \). Node \( v \) is reachable from \( u \) (denoted \( u \rightarrow v \)) if there is a path from \( u \) to \( v \). A (maximal) strongly connected component (SCC) is a (maximal) subset of nodes where every pair of nodes are reachable from each other. Below, when we say SCCs, we refer to the maximal ones. We denote by \( A(G) \) the set of SCCs in \( G \). For convenience, we call a node a non-SCC node if it does not belong to any SCC, an SCC node otherwise.

Let the nodes be labeled with distinct numbers from \( \{1, 2, \ldots, |V|\} \). The digraph can then be represented by an adjacency matrix \( M_{|V| \times |V|} \) [1] whose element \( M(u,v) = 1 \) if \( (u,v) \in E \), and 0 otherwise. The digraph may also be represented by a BDD \( N(X, Y) \) by encoding the rows and columns of its adjacency matrix \( M \) with two sets of BDD variables \( X \) and \( Y \). The BDD \( N(X(u), Y(v)) \) evaluates to \( 1 \) if \( M(u,v) = 1 \) where \( X(u) \) and \( Y(v) \) are the vectors encoding the labels of \( u \) and \( v \), respectively. Details of BDDs and their common operations can be found in [3]. For convenience, we sometimes use node \( u \) to refer to the BDD encoding of its labeling.

The TC-based symbolic method first computes the transitive closure of \( N \), denoted by \( N^* \). By definition, \( N^*(u,v) = 1 \) if \( u \rightarrow v \). The transpose of \( N^* \) denoted by \( N^* \) has the property that \( N^*(u,v) = 1 \) if \( v \rightarrow u \). Thus, \( u \) and \( v \) belong
to a same SCC iff $N^* (u, v) \land N^* \{u, v\} = 1$, where $\land$ denotes the BDD AND [3]. Consequently, the union of all SCC states (denoted by $H$) can be computed as $H = \exists y . N^* \land N^* (X, Y)$, where $\exists$ denotes the BDD existential quantification [3]. Finally, the SCC containing a particular state $v$ in $H$ can be computed as $\exists y . X (v) \land N^* \land N^* (X, Y)$.

3 The RA-based method

Computing the transitive closure of the adjacency-matrix of digraph as required by the TC-based method is equivalent to computing the reachability set of every node (the set of nodes reachable from the given node). Our method which is based on reachability analysis (the RA-based method below) needs to compute the reachability sets of potentially very few nodes. To better describe our method, we need to introduce a few notations related to the reachability sets and several properties of such sets.

3.1 Forward and backward sets

The forward set $F (v)$ of a node $v \in V$ is the set of nodes reachable from $v$. That is, $F (v) = \{ u \in V \mid v \sim u \}$. Similarly, its backward set $B (v)$ is the set of nodes that can reach $v$. That is, $B (v) = \{ u \in V \mid u \sim v \}$. One of the properties of $F (v)$ and $B (v)$ is given in Lemma 3.1, which states that the intersection of the two sets (if not empty) is an SCC. Additionally, $v$ is a non-SCC node if the intersection is empty.

Lemma 3.1 [6, 8, 7, 5] If $v$ is a node of $G (V, E)$, then $F (v) \cap B (v) \in A (G)$.

A subset $U \subseteq V$ is SCC-closed if no SCC intersects with both $U$ and its complement $V \setminus U$. That is, any SCC must be either completely contained in such a set or they do not overlap.

Lemma 3.2 Both backward and forward sets of any node are SCC-closed.

Proof: Since a digraph and its (edge-) reversed graph have the same set of SCCs, we just need to show that any backward set is SCC-closed. Consider a node $u$, and assume its backward set $B (u)$ is not SCC-closed. Thus, there is a non-empty SCC, say $A$ such that $A \cap B (u) \neq \emptyset$ and $A \setminus B (u) \neq \emptyset$. Let $x$ and $y$ be any nodes of $A \cap B (u)$ and $A \setminus B (u)$, respectively. Since $x$ and $y$ are nodes of $A$, $y$ must be a node of $B (x)$. Moreover, since $x$ is a node of $B (u)$, $B (x) \subseteq B (u)$ [6]. Thus, $y$ is a node of $B (u)$, which means $A \setminus B (u) \subseteq B (u)$. The latter can be true only if $A \subseteq B (u)$ or $A = \emptyset$, which contradicts the assumption. \qed

Theorem 3.1 The difference of the backward sets of any two nodes is SCC-closed.

Proof: Let $u$ and $v$ be any two nodes. Without loss of generality, let us prove the difference $D = B (v) \setminus B (u)$ is SCC-closed. If $D = B (v)$ or $D = \emptyset$, the result is trivial. Now, suppose $D \neq B (v)$ and $D \neq \emptyset$, but it is not SCC-closed. Then, there must be an SCC, say $A$ such that $A \cap D \neq \emptyset$ and $A \setminus D \neq \emptyset$. Since $B (v)$ is SCC-closed by Lemma 3.2, we have $A \subseteq B (v)$, and thus $A \setminus D \subseteq B (v)$. Consequently, $\emptyset \neq A \setminus D \subseteq B (v) \setminus D \subseteq B (u)$. Therefore, $A \cap B (u) \neq \emptyset$. Besides, $\emptyset \neq A \cap D = A \cap (B (v) \setminus B (u)) \subseteq A \cap (V \setminus B (u)) = A \setminus B (u)$. Hence, $B (u)$ is not SCC-closed. This contradicts Lemma 3.2. \qed

Remark: By similar arguments, one can show that the difference of any two of $B (u)$, $B (v)$, $F (u)$ and $F (v)$ is SCC-closed, and more generally, that the difference of any two SCC-closed sets is SCC-closed.

Example: In the digraph shown in Figure 1(a), $B (3) = \{1, 2, 3, 5, 6\}$, $F (3) = \{3, 4, 8\}$, and $B (4) = \{1, 2, 3, 4, 5, 6, 7, 8\}$. From Lemma 3.1, $B (3) \cap F (3) = \{3\}$ is an SCC. From Lemma 3.2, $B (3)$ is SCC-closed. Moreover, the difference $B (4) \setminus B (3) = \{4, 7, 8\}$ is also SCC-closed from Theorem 3.1.

3.2 The algorithm

Lemma 3.2 and Theorem 3.1 suggest that a digraph may be first partitioned into backward sets (or differences of backward sets) of some of its nodes, and then the computing of SCCs of the graph can be restricted to each of the partitions. This leads to a divide-and-conquer strategy. For instance, the digraph in Figure 1(a) can be partitioned into $B (3)$ and $B (4) \setminus B (3)$, which reduces the problem to finding SCCs within the two subsets independently, as illustrated in Figure 1(b).

Because a digraph $G$ and its transpose $G^T$ (the graph obtained by reversing all the edges of $G$) has the same set of SCCs [1], the above divide-and-conquer strategy may also be carried out in terms of forward sets. In fact, the partitioning is also possible to be carried out by interleaving the computation of backward sets and forward sets. However, our experience shows that none of these three different partitioning schemes leads to a significant advantage over the others. For this reason, we focus on explaining the algorithm based on the backward-set partitioning scheme. We note that the above divide-and-conquer strategy may also be implemented using an explicit data structure, but would be impractical for large graphs as in the explicit depth-first-search algorithm.

At the top level, the algorithm first picks a node from the set of remaining nodes (the entire set at the beginning), computes its backward set restricted to the remaining nodes, and then decomposes the backward set into SCCs and a set of non-SCC nodes. This process repeats until the remaining set of nodes is empty.

The procedure is formally described in Figure 2. In the algorithm, function randomTake($V'$) randomly picks a node from the set $V'$. Function backwardSet($v$, $V'$, $N$) returns the backward set of $v$ restricted to set $V'$, which can be implemented efficiently using the fixed-point computation [9]. The remainder of this subsection explains the core procedure SOC调皮 DECOMP RECUR($v$, $B (v)$, $N$) which recursively decomposes $B (v)$ into SCCs and a set of non-SCC nodes.

To describe the procedure SOC调皮 DECOMP RECUR, we introduce a concept of predecessors with finite maximum distance, also referred to as FMD predecessors. A node $u$ is
Figure 2: The top-level algorithm.

```
SOC_DECOMP(G, V)
V' ← V;
while(V' ≠ ∅) {
    v ← random_node(V');
    B(v) ← backward_set(v, V', N);
    SOC_DECOMP_RECUR(v, B(v), N);
    V' ← V' ∧ v ∪ B(v);
}
```

Figure 3: Computing the predecessors with finite maximum distance.

an FMD predecessor of node v if any path from u to v has finite length. That is to say, any path from u to v must not pass any SCC. A necessary condition for this is that u must be a non-SCC node. The set of FMD predecessors of a set W of nodes is defined to be the set of all FMD predecessors of nodes in W, denoted by \( FMD_PRED(W) \). As an example, in Figure 1(b), \( FMD_PRED(\{3\}) = \{1, 2\} \). Node 5 is not a FMD predecessor of node 3 because it may pass the SCC \( \{6\} \) to reach node 3. Figure 3 gives 3 an implicit algorithm that iteratively computes the set \( FMD_PRED(W) \) restricted to a set \( U \).

The recursive procedure \( SOC\_DECOMP\_RECUR(v, B(v), N) \) works as follows. It first computes the forward set \( F(v) \) of \( v \) restricted to \( B(v) \). If \( F(v) \) is not empty, then it is an SCC due to Lemma 3.1. Otherwise, node \( v \) is a non-SCC node. In either case, \( F(v) \) can be removed from \( B(v) \) from further consideration. Next, the FMD predecessors of \( F(v) \) are computed, and are subsequently removed from further consideration. Then, from the remaining set of nodes, the procedure computes the set of immediate predecessors (IP) of these already removed nodes. To decompose the remaining set of nodes, a node \( u \) is randomly picked from the IP set and its backward set \( B(u) \) is computed. The procedure then calls itself to decompose \( B(u) \). After it returns, \( u \) and \( B(u) \) are removed from the remaining set of nodes and the IP set gets updated. If the remaining set of nodes is not empty, another node \( w \) is picked up from the updated IP set, and its backward set \( B(w) \) is recursively decomposed. This process repeats until the remaining set of nodes is empty. A formal description of the procedure is given in Figure 4.

```
SOC_DECOMP_RECUR(v, B(v), N)
F(v) ← forward_set(v, B(v), N);
if F(v) ≠ ∅
    report F(v) as an SCC;
else
    report v as non-SCC;
x ← F(v) ∪ v;
R ← B(v) ∩ x;
y ← FMD_PRED(x, R, N);
report y as non-SCC;
R ← R ∧ \!y;
IP ← IP ∧ v ∪ B(v);
```

Figure 4: Recursive decomposition of a backward set.

\( SOC\_DECOMP\_RECUR(6, B(6), N) \) which, in this case, leaves no more nodes to be decomposed when it returns.

### 3.3 The complexity

As shown in Figure 4, procedure \( SOC\_DECOMP\_RECUR \) performs a constant number of reachability analyses before it calls itself. Each reachability analysis must have completed in \( O(\mathcal{D}) \) BDD operations where \( \mathcal{D} \) is the diameter of the graph. Since a call to \( SOC\_DECOMP\_RECUR \) removes at least one node from further consideration, \( SOC\_DECOMP\_RECUR(v, B(v), N) \) cannot call itself for more than \( |B(v)| \) times. Thus, a trivial upper bound on the complexity of our algorithm is \( O(|V| \times \mathcal{D}) \) in BDD operations.

From our experiments, we observe that a call to \( SOC\_DECOMP\_RECUR \) typically removes an SCC before the procedure calls itself. In practice, the algorithm terminates in \( O(|V| \times \mathcal{D}) \) time (in BDD operations). Further note that the reachability analysis performed by our algorithm is always restricted to the subset of the nodes that is currently under consideration. In other words, the analysis needs a potentially much smaller number of BDDs operations than the diameter of the graph. In this respect, our above complexity analysis is pessimistic.

### 4 Experiments

We have implemented both TC-based and RA-based methods with vis-1.3 [16]. In particular, the transitive closure of adjacency-matrix of the graph is computed by iteratively squaring the matrix. This section compares their performance using the examples distributed with the vis-1.3 package each of which specifies a finite state machine. The methods are used to compute the SCCs in the reachable state space of the finite state machines. The package is run on a Sun Ultra 10 with 640 Mbyte of memory. Table 1 gives the experimental results of a representative set of the examples.

Since the TC method simultaneously computes all SCCs, we report its run time as soon as it computes the transitive closure of the adjacency-matrix and ANDs the transitive closure with its transpose. That is, the time to list all the SCCs is not included for in the reported run times of the
Table 1: The experimental results where $|V|$ is the number of reachable states, $|\bar{V}|$ denotes the number of states belonging to SCCs, mo denotes memory out and to denotes time out after 1 hour of CPU time.

| Example | $|V|$ | $|\bar{V}|$ | SCCs | TC secs | RA |
|---------|------|------|------|---------|-----|
| abp     | 484  | 444  | 11   | 5.41    | 0.40|
| artist  | 5,568| 5,568| 1    | 797     | 0.52|
| bakery  | 2,886| 2,604| 31   | 197     | 3.24|
| coherence| 94,748| 94,688| 2 | mo     | 41.0|
| cednew  | 186,876| 139,520| 3,469| to     | 202|
| eisenberg| 1,601| 1,601| 1    | to      | 0.49|
| emodel  | 34,133| 3,700| 12   | mo     | 96.0|
| scheduler| 2.4e+6| 2.4e+6| 1   | mo     | 1.19|
| minMax8 | 2.8e+6| 2.8e+6| 1   | mo     | 0.37|
| minMax10| 4.7e+13| 4.7e+13| 1  | mo     | 0.84|
| minMax24| 1.3e+28| 1.3e+28| 1  | mo     | 8.50|
| tcp     | 3.9e+22| -    | -   | mo     | to  |

As shown in the Table, the TC-method solves only a few small examples whereas our RA-based method solves most of them. Even for those solved by the TC-based method, the RA-based method is faster by orders of magnitude. The RA-based method runs out of time in the last example. The reason is that the example contains excessive SCCs and the RA-based method cannot finish reporting all of the them in time, which highlights the limitation of our method.

Note also that for some of the above examples that have relatively small number of nodes, explicit methods might be more efficient than our RA-based method. However, for any large example, explicit methods are simply not applicable.

5 Conclusion

Computing strongly connected components (SCCs) of a directed graph is a generic graph problem. For this purpose, we have proposed an implicit algorithm using BDDs. The method iteratively applies reachability analysis and computes SCCs sequentially. It has been used to compute the SCCs in the reachable state space of a set of finite state machines. Compared with an existing symbolic method which requires the transitive closure of the adjacency-matrix of the graph, our method is shown to be much faster, requires much less memory, and consequently solves much larger problems. Nevertheless, when there are excessive SCCs, our approach may not complete in a reasonable amount of time. Consequently, it might be interesting to explore a hybrid approach between our RA-based method and the TC-based method, which may be able to find multiple SCCs of relatively small size simultaneously but without computing the transitive closure of the entire graph.

We are currently studying two potential application of our method. One is for the symbolic state-space analysis of Petri nets (see, e.g., [11]). The other is the bad-cycle-detection problem in model checking [12, 13]. We expect that when the reachable state space has a small number of SCCs, our method may outperform the Emerson-Lei algorithm [12] and its refinements (e.g., [13]). The experiments for both applications are left as future work due to lack of time.
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