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Abstract: A new approach is proposed to generate interpretable symbolic expressions of small-signal characteristics for large analog circuits. The approach is based on a complete, exact, yet compact representation of symbolic expressions via determinant decision diagrams (DDDs). We show that two key tasks of generating interpretable symbolic expressions — term de-cancellation and term simplification — can be performed in linear time in terms of the number of DDD vertices. With the number of DDD vertices many-orders-of-magnitude less than the number of product terms, the proposed approach has been shown to be much more efficient than other start-of-the-art approaches.

1. Introduction

Mixed-signal (analog and digital) systems are becoming increasingly important. While automation tools exist for digital circuits, analog design is still done manually and depends heavily on designers’ experience. In this paper, we present a new approach to generate interpretable analytic expressions for small-signal characteristics for typical analog building blocks.

Previous attempts to generate interpretable expressions are based on various symbolic analysis methods to generate sum-of-product representations for network functions. This area has been studied extensively in 1960s-1980s [7]. However, the resulting approaches are only feasible for very small circuits, since the number of expanded product terms grows exponentially with the size of a circuit, and resulting expressions become not interpretable by analog designers. Recently, various approximation schemes have been developed. Approximation after generation is reliable but it requires the expansion of product terms first [5, 11, 16]. Some improvement techniques based on nested expressions have been proposed [2, 12]. But they generally suffer symbolic term-cancellation and align-term problems. Approximation during generation extracts only significant product terms [3, 15, 17]. It is very fast, but has two major deficiencies: First, if accurate expressions are needed, then the complexity of the approach becomes exponential. Second, it works only for transfer functions. Other small-signal characteristics such as sensitivities, symbolic poles and zeros, cannot be extracted in general. Approximation before generations [6, 17] has also been proposed.

In this paper, we show that both term de-cancellation and dominate term generation can be performed elegantly in a new framework based on Determinant Decision Diagrams (DDDs) [9, 10]. Section 2 reviews the concepts of DDDs and s-expanded DDDs. Section 3 presents a general DDD-based framework for deriving interpretable symbolic expressions. Experimental results are described in Section 4. Section 5 concludes the paper.

2. Determinant Decision Diagrams

2.1. Concept of DDDs

Our approach is based on a newly-introduced graph representation of symbolic matrix determinants called Determinant Decision Diagrams (DDDs) [9]. Consider a simple RC filter circuit shown in Figure 1. Its system equations can be written as

\[
\begin{bmatrix}
\frac{1}{R_1} + \frac{1}{sC_1} & -\frac{1}{R_1} & 0 \\
-\frac{1}{R_2} & \frac{1}{R_2} + \frac{1}{sC_2} & -\frac{1}{R_2} \\
0 & -\frac{1}{R_3} & \frac{1}{R_3} + \frac{1}{sC_3}
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2 \\
u_3
\end{bmatrix} =
\begin{bmatrix}
u \\
0 \\
0
\end{bmatrix}
\]

We view each entry in the circuit matrix as one distinct symbol, and rewrite its system determinant in the left-hand side of Figure 2. Then its DDD representation is shown in the right-hand side. A DDD is a signed, rooted, directed acyclic graph with two terminal vertices, namely the 0-terminal vertex and the 1-terminal vertex. Each non-terminal vertex is labeled by a symbolic symbol denoted by \(a_i\), and a positive or negative sign, denoted by \(s(a_i)\). It originates two outgoing edges, called 1-edge and 0-edge. Each vertex \(a_i\) represents a symbolic expression \(D(a_i)\) defined recursively as follows:

1. if \(a_i\) is the 1-terminal vertex, then \(D(a_i) = 1\),
2. if \(a_i\) is the 0-terminal vertex, then \(D(a_i) = 0\),
3. if \(a_i\) is a non-terminal vertex, then \(D(a_i) = a_is(a_i)D_{a_1} + D_{a_2}\).

Figure 1: An example circuit.

Figure 2: A matrix determinant and its DDD.
where $D_{x_2}$ and $D_{x_3}$ represent, respectively, symbolic expressions represented by the vertices pointed by the 0-edge and 1-edge of $\alpha_i$.

A 1-path is a path from the root vertex ($A$ in our example) to the 1-terminal. A 1-path defines a product of symbolic symbols and signs of the vertices that originate all the 1-edges along the 1-path. In our example, there exist three product terms: $ABG$, $-AFE$ and $-CBG$. The root vertex represents the sum of these product terms and therefore the determinant.

### 2.2. s-Expanded DDDs

To exploit the DDD to derive interpretable small-signal characterizations, we need to directly represent circuit parameters not matrix entries. To this end, s-expanded DDDs [10] can be used.

Consider the circuit in Figure 1 and its system determinant. Let us introduce a unique symbol for each circuit parameter in its admittance form. Specifically, we introduce $a = \frac{1}{R_1}$, $b = f = \frac{1}{R_2}$, $d = e = -\frac{1}{R_2}$, $g = k = \frac{1}{R_3}$, $i = j = -\frac{1}{R_3}$. Then the circuit matrix can be rewritten as

$$\begin{bmatrix}
a + b + c & d & e & f + g + hs & i \\
0 & j & k + Is
\end{bmatrix}$$

The original 3 product terms will be expanded to 23 product terms in different powers of $s$:

$$(a + b + cs)(f + g + hs)(k + Is) \rightarrow$$

$$\begin{cases}
-aT_0s^0 + bgT_1s^1 \\
-aT_0s^0 + agT_1s^0 + ahT_2s^2 \\
+aT_0s^0 + bhT_2s^2 + abT_3s^3 \\
+cT_1s^1 + bhT_2s^2 + abT_3s^3 \\
+cT_1s^1 + cgT_2s^2 + chT_3s^3 \\
+aT_1s^1 + rfT_2s^2 + crT_3s^3 \\
+aT_1s^1 + rsT_2s^2 + clT_3s^3
\end{cases}$$

We can represent these product terms nicely using a slight extension of the original DDD, as shown in Figure 3. This DDD has exactly the same properties as the original DDD except that there are four roots representing coefficients of $s^0$, $s^1$, $s^2$, $s^3$. Each DDD root represents a symbolic expression of a coefficient in the corresponding $s$ polynomial. Each such DDD is called a coefficient DDD, and the resulting DDD is called a multi-root DDD. The original DDD in which $s$ is contained in some vertices is called complex DDD. The s-expanded DDD can be constructed from the complex DDD in a very efficient way [10].

### 3. A Framework for Interpretable Small-Signal Characterization

A linearized analog circuit can be described by a set of linear equations in the following general form using the modified nodal analysis (MNA) approach [14]:

$$Tx = w,$$

where the circuit unknown vector $x$ may be composed of node voltages and branch currents, and the circuit matrix $T$ is a large sparse symbolic matrix.
3.1. Discarding Insignificant Terms

Discarding insignificant terms is to delete those terms not significant to the characteristics of interest. It consists of two methods: device elimination and node contraction.

Consider a transfer function written in the following form:

\[ f(p) = \frac{N}{D} = \frac{pN_0 + N_p}{pD_0 + D_p} \]  

where \( p \) is a circuit element in the admittance form, \( N_p (D_p) \) is the sum of all the product terms in \( N (D) \) containing \( p \) from which \( p \) is removed, and \( N_p (D_p) \) is the set of product terms in \( N (D) \) containing \( p \).

There are two scenarios where \( p \) can be eliminated from both \( N \) and \( D \). First, if both \( D_p \) and \( N_p \) are compared to \( N \) and \( D \), then \( f \) can be simplified by \( f' = \frac{N}{D} \). This step removes those devices that are not significant in the small-signal characteristics of interest. It is called device elimination.

Secondly, if both \( pN_p \) and \( pD_p \) dominate \( N \) and \( D \), then \( f \) can be simplified by \( f' = \frac{N_p}{D_p} \). This is called node contraction. With this, the number of elements in each product term is decreased by one. Different from [17], which considers each in- 

Lemma 1 For each product term containing \( L_1 \) and \( L_3 \), there exist a corresponding canceling product term containing \( L_2 \) and \( L_3 \).

Canceling terms caused by matrix pattern cases 1 and 2 can be removed efficiently from a DDD by using basic DDD operations: first perform two cofactoring operations with respect to either \( L_1 \) and \( L_3 \) or \( L_2 \) and \( L_3 \); then multiply the obtained DDD with both \( L_1 \), \( L_4 \), and \( L_2 \), \( L_3 \) respectively to obtain the complete canceling terms; finally subtract all the canceling terms from the original DDDs. All these operations can be done in linear time in the size of a DDD [9]. For our illustrative example, the cancellation-free DDD is shown in Figure 5 with 13 paths. Matrix patterns involving more than two rows (columns) can also cause term cancellation. But our experimental results indicate that most canceling term can be removed effectively by just considering cases 1 and 2.

3.2. Elimination of Symbolic Cancellation

Term cancellation in the framework of determinant expansion comes from the MNA formulation and device matching in analog circuits. For an illustrative propose, consider the following transfer function:

\[ f(p) = \frac{N}{D} = \frac{pN_0 + N_p}{pD_0 + D_p} \]  

where \( p \) is a circuit element in the admittance form, \( N_p (D_p) \) is the sum of all the product terms in \( N (D) \) containing \( p \) from which \( p \) is removed, and \( N_p (D_p) \) is the set of product terms in \( N (D) \) containing \( p \).

There are two scenarios where \( p \) can be eliminated from both \( N \) and \( D \). First, if both \( D_p \) and \( N_p \) are compared to \( N \) and \( D \), then \( f \) can be simplified by \( f' = \frac{N}{D} \). This step removes those devices that are not significant in the small-signal characteristics of interest. It is called device elimination.

Secondly, if both \( pN_p \) and \( pD_p \) dominate \( N \) and \( D \), then \( f \) can be simplified by \( f' = \frac{N_p}{D_p} \). This is called node contraction. With this, the number of elements in each product term is decreased by one. Different from [17], which considers each individual device \( p \), we consider a group of devices connected to a particular circuit node. This idea has been proven to be more effective, since for such circuits as Opamp, many devices in the bias circuitry can be eliminated without affecting small-signal circuit behaviors.

Both device elimination and node contraction are performed on complex DDDs and involve mainly DDD Cofactor and Remainder operations which take linear time in the DDD size [9]. After this procedure, the simplified DDDs are expanded into multi-root DDDs which are further simplified by suppressing some coefficients of high powers of \( s \).

3.3. Generation of Dominant Terms

Many small-signal characteristics are dominated by a small number of product terms called significant or dominant terms. In our framework, the extraction of significant product terms can be transformed to the problem of finding \( k \) shortest paths in a DDD.

We need to introduce the notion of path weight in DDDs.

Definition 1 The cost of a path in a DDD is defined to be the total cost of the edges along the path where each 0-edge costs 0 and each 1-edge costs \(-\log[a_i]\) and \([a_i]\) denotes the numerical value of the DDD vertex \( a_i \) that originates the corresponding 1-edge.

We can show the following result:

Lemma 2 The most significant product term in a symbolic determinant D corresponds to the minimum cost (shortest) path in the corresponding DDD between the root and the 1-terminal.

3.4. Node contraction

The shortest path in a DDD can be found by depth-first search in time \( O(V) \), where \( V \) is the number of DDD vertices [1]. A nice property of DDD is that after we find the shortest path from a DDD, we can subtract it from the DDD using a basic DDD operation [9], and then we can find the next shortest path in the resulting DDD. In this manner, we can find the \( k \) shortest paths in time \( O(k \cdot V) \).

This procedure can be performed on the \( s \)-expanded DDD, after the decancellation procedure. Error controlling is carried out by enumerating the dominant terms from all the coefficient DDDs simultaneously according to certain criteria, until the generated
terms, coming from different coefficient DDDs, well approximate the exact expressions in terms of magnitudes and phases.

We note that this approach also handles numerical cancellation. Since numerical canceling terms are extracted one after another, they can be eliminated by examining two consecutive terms.

4. Experimental Results

The proposed approach has been implemented. Here we describe results for three integrated circuit examples TwoStage, Cascode, μA741 with schematics shown, respectively, in Figure 6, Figure 7, and Figure 8.

![Figure 6: Simplified two-stage CMOS opamp [4].](image)

For each circuit, DC analysis is carried out using SPICE and our program reads in small-signal element values from the SPICE output. The algorithms described in [9, 10] are used to construct complex DDDs and $s$-expanded DDDs. Row 3 to row 9 in Table 2 summarize the statistics about the circuits, the complex DDDs and $s$-expanded DDDs. We can observe that DDD is highly compact, and the number of vertices is many orders of magnitude less than the number of product terms. For example, the denominator of the $s$-expanded DDD for $μA741$ has $6.40 \times 10^{39}$ product terms, but the entire DDD to represent both the denominator and numerator contains only $297117$ vertices (this is for the complete and exact transfer function).

Next, we apply the proposed approximation algorithms to derive interpretable symbolic expressions for transfer functions and poles. In each simplification step, we monitor both magnitude and phase of the simplified expressions to control the accumulated error within a given frequency range. We perform device removal and node contraction based on the complex DDD representation. The results are summarized in row 10 to row 13. We observe that this step removes devices that do not affect the small-signal characteristics of the circuits (mainly the bias circuitry not in the signal path) and this reduces significantly the size of a complex DDD.

Next, we construct multi-root DDDs from the simplified complex DDDs. Note that even after device elimination and node constriction, the number of product terms by the matrix determinant method is still in the range of millions. We then perform three simplifications: First, suppress those insignificant high order coefficients. The results are shown in row 16 to row 18. This reduces the size of each DDD by about 10 percent. Second, we perform de-cancellation, and the results are shown in row 19 to row 22. We see that over 80 percent terms are canceling terms. However, we observe that elimination of canceling terms may not necessarily reduce the size of DDDs, since much sharing in the original DDD may be destroyed.

Finally, we extract the significant terms from the resulting $s$-expanded DDDs. For TwoStage, Cascode and $μA741$, the number of product terms in the final simplified transfer functions (including both the numerator and denominator) are respectively 6, 83, and 71. In Figure 9, Figure 10, and Figure 11, we plot the voltage gain and phase responses using both the exact and simplified expressions. The results from Rainier [17] for Cascode and $μA741$ are also plotted for comparison, where Rainier’s expressions for Cascode and $μA741$ contain, respectively, 784 and 89 product terms. The whole simplification process takes 11.3 seconds in Sun Ultra-I Workstation for Cascode, and 54.7 seconds for $μA741$.

![Figure 7: CMOS cascode opamp.](image)

![Figure 8: Bipolar $μA741$ opamp.](image)

![Figure 9: Accuracy comparison for TwoStage.](image)

Figure 12 and Figure 13 show the distributions of number of product terms with respect to different powers of $s$ in the exact symbolic expression, the expression after elimination of insignificant terms and the expression after de-cancellation process in the
The simplified voltage gain for TwoStage given by our program is:

$$g_m 2g_m \alpha_s + s^3(g_m 2CC)$$

$$\left( r_{v2} + r_{v4} \right) \left( r_{v6} + r_{v7} \right) - s^2(g_m oC + L)C$$

For TwoStage, Table 1 shows the exact values of three zeros and three poles.

Since three poles are far away from each other, the pole splitting method can be used to find the symbolic expressions for three poles. The resulting expression of the third pole based on DDD manipulations is as follows:

$$g_m 3 \left( \frac{1}{C_{pd} + C_{th} + C_{gs} + C_{ps}} \right) = -1.68 \times 10^7.$$
Table 2: Statistics of simplified symbolic expressions

<table>
<thead>
<tr>
<th>#row</th>
<th>Circuit</th>
<th>twostage</th>
<th>Cascode</th>
<th>$\mu_A/11$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Num/Den</td>
<td>Num/Den</td>
<td>Num/Den</td>
</tr>
<tr>
<td>3</td>
<td>#lumped devices</td>
<td>14/84</td>
<td>111</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>#nodes in the circuit</td>
<td>5/14</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>terms in exact complex DDDs</td>
<td>1/3</td>
<td>9437/28218</td>
<td>381526/3.82e+9</td>
</tr>
<tr>
<td>6</td>
<td>vertices in exact complex DDDs</td>
<td>12/1406</td>
<td>9572</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>terms in exact multi-root DDDs</td>
<td>16/74</td>
<td>2.57e+9/5.00e+10</td>
<td>5.98e+9/5.40e+10</td>
</tr>
<tr>
<td>8</td>
<td>vertices in exact multi-root DDDs</td>
<td>52/18109</td>
<td>297117</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Highest power of $s$ in exact expressions</td>
<td>3/5</td>
<td>12/22</td>
<td>22</td>
</tr>
<tr>
<td>10</td>
<td>terms after device elimination in complex DDDs</td>
<td>1/2</td>
<td>800/1752</td>
<td>816/9338</td>
</tr>
<tr>
<td>11</td>
<td>#devices eliminated</td>
<td>6/34</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>terms after contraction in complex DDDs</td>
<td>1/2</td>
<td>53/107</td>
<td>84/516</td>
</tr>
<tr>
<td>13</td>
<td>terms after expansion in multi-root DDDs</td>
<td>1/2</td>
<td>11/14</td>
<td>4.28e+9/8.04e+10</td>
</tr>
<tr>
<td>14</td>
<td>Highest power of $s$ after expansion</td>
<td>1/2</td>
<td>7/9</td>
<td>9/10</td>
</tr>
<tr>
<td>15</td>
<td>Highest power of $s$ after suppression</td>
<td>1/2</td>
<td>7/8</td>
<td>5/7</td>
</tr>
<tr>
<td>16</td>
<td>terms after suppression in multi-root DDDs</td>
<td>2/11</td>
<td>4.28e+9/8.04e+10</td>
<td>1.52e+10/2.19e+10</td>
</tr>
<tr>
<td>17</td>
<td>vertices after suppression in multi-root DDDs</td>
<td>18/1873</td>
<td>2641</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>terms after decancellation in multi-root DDDs</td>
<td>2/9</td>
<td>2.00e+10/12.43e+10</td>
<td>23162/1.95e+10</td>
</tr>
<tr>
<td>19</td>
<td>vertices after decancellation in multi-root DDDs</td>
<td>17/2500</td>
<td>4303</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>cancelling terms eliminated due to case 1</td>
<td>2/3</td>
<td>3.25e+10/1.69e+10</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>cancelling terms eliminated due to case 2</td>
<td>2/0</td>
<td>2.38e+10/3.31e+10</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>terms in final expression</td>
<td>2/4</td>
<td>21/62</td>
<td>12/59</td>
</tr>
<tr>
<td>23</td>
<td>Highest power of $s$ in final expression</td>
<td>1/2</td>
<td>4/6</td>
<td>3/4</td>
</tr>
<tr>
<td>24</td>
<td>#lumped devices in each product term</td>
<td>2/9</td>
<td>14</td>
<td></td>
</tr>
</tbody>
</table>


