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Abstract| The use of XOR gates has shown several
advantages in modern circuit design, e.g. smaller rep-
resentation size and better testability. In this paper
we consider power consumption in XOR dominated
circuits and compare such designs with traditional
AND/OR logic. We investigate the suitability of using
di�erent delay models such as unit delay, fanout delay,
and random delay in power estimation of XOR domi-
nated logic. Due to di�erent possible implementations
of XOR gate, we model the XOR gate as a basic gate
and a complex static CMOS gate, respectively. Power
dissipation due to (charging and discharging) internal
node capacitances is also considered.

I. Introduction

Due to the increasing use of portable systems, e.g.,
notebook computers, personal digital assistants, and cel-
lular phones, power is rapidly becoming as important a
parameter as area and speed in the design of such sys-
tems [1]. At the system level, increasing complexity and
higher density on boards result in previously unseen levels
of power dissipation. At the IC level, larger die sizes and
increasing device density along with higher clock frequen-
cies lead to the undesirable e�ect of escalating power dis-
sipation to levels that can no longer be ignored. In case of
mobile CPUs, both the limitation of battery size as well as
unavailability of special cooling mechanisms are the two
major constraints requiring power reduction. Desktops,
on the other hand, due to increased functionality, dissi-
pate such levels of power that they require new thermal
solutions. Hence, there is clearly a need for new technolo-
gies and design techniques that would achieve ultra low
power dissipation under performance and cost constraints.
Recently, there is a growing interest in XOR based de-

sign styles (see e.g. [7]). The resulting realizations are of-
ten smaller in size for large classes of circuits, e.g., arith-
metic circuits, error correcting circuits, and circuits for
tele-communication. Additionally, XOR based circuits
have good testability properties [3] - at least if they are
restricted to speci�c subclasses of AND/XOR forms - and
thus are well suited for design for testability. The circuits
can easily be mapped to Field Programmable Gate Ar-
rays (FPGA's), where XOR gates, e.g. in table-lookup
FPGA's, do not cause any extra cost in term of chip area.
While circuit size, performance, and testability of XOR
based circuits have been studied, none of the approaches
presented so far has taken power consumption into ac-
count.
In this paper we discuss methods of modeling the power

consumption in XOR dominated circuits. It turns out
that the result signi�cantly depends on the delay mod-
els and the implementation styles for XOR gates. We
use di�erent delay models: zero delay, unit delay, fanout
delay, and random delay subject to a given distribution.
Hence, power dissipation due to glitches can be included
in our analysis. Glitches are usually more signi�cant in
XOR dominated circuits than in AND/OR circuits. For

a speci�c XOR based design style we report experimental
results that underline our theoretical considerations. We
�rst derive AND/OR logic from BDD representations. An
XOR-based synthesis technique that we described in [9] is
then applied. The resultant circuits are XOR-dominated
and have smaller size. We investigate the behavior of
the original AND/OR circuits and the synthesized XOR
dominated circuits with respect to power dissipation.

II. Power estimation

During design of VLSI circuits, the designers attempt
to accurately estimate the silicon area required and the
expected performance before the circuit goes into fabrica-
tion. However, with the requirements for low-power, the
designers are faced with the added burden of qualifying
their designs with respect to power dissipation.
Power dissipation in CMOS circuits is mainly due to

three components of current: (i) the leakage current, (ii)
the short circuit or rush through current due to the pres-
ence of current carrying path from the supply voltage to
ground when certain PMOS and NMOS transistors are
simultaneously ON for a short period due the signal tran-
sitions at the input to the logic gates, and (iii) the switch-
ing current due to charging and discharging of the load
capacitance. Of the three sources of power dissipation,
the switching current component is by far the most dom-
inant in the current day technology.
Ignoring the internal capacitances of logic gates, the

average power dissipation for a logic gate due to charging
and discharging of load capacitance is given by

Pavg =
1

2
V 2

ddCf (1)

where Vdd is the supply voltage, C is the load capacitance
of the gate under consideration, and f is the frequency of
operation. For aperiodic signals, the frequency of oper-
ation can be estimated by the average number of signal
transitions per unit time and is represented by signal ac-
tivity, A. Assuming a constant supply voltage, accurate
estimate of power dissipation involves determination of
signal activities and capacitances at circuit nodes.
Power estimation involves accurately estimating switch-

ing activity and the capacitances at the internal nodes of
a circuit. Estimation of each of these quantities at the ar-
chitectural or behavioral level is quite di�cult, while they
can be more accurately estimated at the transistor circuit
level. Glitches occur due to di�erent delays through two
di�erent paths of the circuit. Glitches introduce unwanted
signal transitions, and hence, dissipate power. If one can
accurately predict the glitching activity at various nodes
of a circuit, the power dissipation due to the glitches can
be accurately estimated.
The problem of determining when and how often transi-

tions occur at a node in a digital circuit is di�cult because
they depend on the applied input vectors and the sequence
in which they are applied. Hence, the easiest solution to



the problem of estimation of power dissipation is to use
circuit simulation. Based on a given set of inputs, the
power supply current can be monitored to determine the
average power dissipation. The major problem with this
approach is that circuit simulation is too slow for large cir-
cuits. Besides being slow, the technique is strongly input
pattern dependent. Hence, pattern independent proba-
bilistic techniques are required to quickly estimate the
average number of transitions per circuit node. There
are two main techniques to accurately estimate switching
activities in CMOS circuits { probabilistic and statisti-
cal approaches. Di�erent delay models can be easily in-
corporated in statistical techniques and hence, can more
accurately estimate power in CMOS circuits. In all our
analysis, we use a statistical power estimator described in
[2]. In the following section we briey review the mod-
els that will be considered and discuss their inuence on
XOR design styles.

A. Delay models

As mentioned earlier, minor delay model inaccuracies
may lead to large errors in estimated activity. Therefore,
delay models are crucial to the statistical estimation of
activity. Probabilistic delay models used in the estima-
tion will be introduced to capture the uncertainty of gate
delays. Based on the probabilistic delay models, we will
generalize the Monte Carlo approach.
In the design phase, a designer is faced with di�erent

sources of uncertainty that a�ect the delays of a circuit.
These sources can be grouped into two classes: systematic
and random [4]. The systematic class includes approxi-
mations made to simplify the model for improving simu-
lation time, approximations made to estimate device and
interconnect parasitics prior to layout, and uncertainty
in the �nal process center and distribution when design
proceeds in parallel with process development. On the
other hand, the random class includes uncontrolled varia-
tions in photo-lithography, die to die variations, wafer to
wafer variations, lot to lot variations, operating tempera-
ture, power supply voltage, etc. In [6], it has been shown
that a circuit node where two re-convergent paths with
di�erent delays meet may have a large number of spuri-
ous transitions. However, even in a tree-structured circuit
with balanced paths (without re-convergent fanout) there
can be a large number of spurious transitions due to slight
variations in delays. These variations can be caused by
any of the above sources of uncertainty.

Example 1 Let us consider an XOR circuit example as
shown in Fig. 1. All gates are assumed to have the same
delay. Because the tree has perfectly balanced paths, there
are no glitches at all. The �nal output has normalized
activity of 0:5 when all the primary inputs are assumed
to be synchronous and have activity of 0:5. However, due
to sources of uncertainty, the gate delays may have vari-
ations. As a result, glitches do occur and the values of
activities at individual nodes change. The delay of a logic
gate can be modeled as the sum of the inertial delay and
the transport delay, where the inertial delay is the intrin-
sic delay of a logic gate and the transport delay is due to
the output load. We performed simulations, where the in-
ertial delays are assumed to be half of the values of trans-
port delays. By this, the �nal output normalized activity
becomes 1:30 rather than 0:5. Also note that XOR circuits
are prone to glitching activity.

In this paper, we use four delay models: zero delay, unit
delay, fanout delay (gate delay is proportional to fanout)
and random delay, to investigate the power dissipation in
XOR-dominated circuits. For the random delay model,
we choose transport delay (d) with inertial delay (dI ).
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Fig. 1. A circuit with unit delays

However, it should be noted that the technique is not re-
stricted to such a delay model. The idea is to model the
parameters of chosen delay models as random variables in
order to capture the probabilistic behavior of gate delays.
The transport delay is modeled as a random variable of
truncated normal distribution with mean �d and standard
deviation �d. The mean is the nominal value of transport
delay d and the deviation is either assigned by users or
determined by feedback from the fabricated chips. More-
over, if a random delay is less than a minimum valueMin,
it is discarded since in real circuits it must be larger than
some positive value. Similarly, if a random delay is greater
than a maximum value Max, it is truncated since it can
be considered as a delay fault.

B. Statistical estimation

Recall that in Monte Carlo based technique the pri-
mary input patterns are generated conforming to a given
activity and probability of the input signals. In a more
abstract view point, we can think of activity a at a node
as a function of primary input vectors PI . Each compo-
nent of PI is a stochastic process [5]. Therefore, a is also
a stochastic process and can be expressed as follows,

a = F (PI): (2)

Monte Carlo based techniques to estimate the expected
value of a, E(a) can be easily applied. However, what
is missing in this approach is the information about the
delay. In other words, the delays of the logic gates of the
circuit are assumed to be some constants (deterministic).
Now assume that gate delays are not deterministic and
each gate delay can be represented by a random variable
di. If D is a random vector consisting of all the random
variables of gate delays, a can be represented as follows:

a = F (PI; D): (3)

Therefore, when applying Monte Carlo based techniques
to estimating F (PI; D), delays are modeled as random
variables and should be generated from time to time
throughout the simulation. The rationale behind this is
that whenever we generate a new set of delays, they cor-
respond to another die or even the same die but with
di�erent operating conditions such as temperature and
power supply voltage.

C. Power consumption in XOR-based circuits

Let us consider power consumption in XOR dominated
logic. A basic property of the XOR gate is that all in-
puts are sensitizing inputs. Unlike AND or OR gates,
there does not exist controlling input value for XOR gates.
Hence, they are more testable. However, this property can
be a drawback from power dissipation point of view. A
switching transition at an input of an XOR gate always
results in a transition at its output, unless another in-
put is also having a transition simultaneously (which also
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Fig. 2. Implementations of XOR gate in a style mixing pass logic
and static CMOS (size is comparable to a two-input NAND or
NOR gate)
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Fig. 3. Application of three consecutive input vectors results in
the charging and discharging of internal node Vint in a static
CMOS NAND gate

explains why the delay model is particularly important
for XOR dominated circuits, as has been already demon-
strated by Example 1). In general switching activity is
higher for XOR heavy circuits.
Furthermore it should be pointed out that the power

dissipation depends on the actual implementation of the
logic gates. It makes a large di�erence when XOR gates
are modeled as basic gates or complex ones. The 2-input
static CMOS XOR gate has 8 transistors. However, other
design styles such as complementary pass logic (CPL) de-
sign, in which 4 transistors are also popular. Fig. 2 shows
two implementations of XOR gate in which pass logic and
static CMOS styles are mixed. The size of XOR gate
in both implementations is comparable to a two-input
NAND or NOR gate. Therefore, in some cases it is still
reasonable to model the XOR gates as basic ones.
When complex gates are used in a design, we should

not only consider the power consumption in charging and
discharging the capacitance at the output nodes, but also
the internal capacitances within a logic gate, especially for
large fanin complex logic gates. Fig. 3 shows the applica-
tion of three consecutive input vectors to a static CMOS
NAND gate. At time t0, let us assume A = 1 and B = 0.
Both the output node Vout and the internal node Vint are
charged to a HIGH. At t1, A = 0 and B = 1 is applied
to the gate. The internal node Vint is then discharged to
LOW while the output node Vout remains HIGH. When
the third input vector A = 1 and B = 0 is applied at
t2, the internal node Vint is again charged HIGH. Thus,
the internal capacitance is charged and discharged in the
three clock cycles even though there is no transition at
the output node.

III. Experimental Results

In this section we report experimental results that have
been obtained by applying statistical power estimation
method on circuits mapped from BDDs and XORDDs.
The synthesized circuits considered in our experiments
are derived from decision diagrams. We consider circuits

resulting from a one-to-one mapping of reduced XORDDs
(as introduced in [9]) in the SIS environment [8].
For all experiments we used benchmarks from

LGSynth91. We �rst consider every node in BDD and
XORDD as a basic logic gate. The experimental results
are summarized in Table I, where # nodes is the num-
ber of nodes for the BDD and XORDD. As expected, the
size of the synthesized XORDDs are smaller than the cor-
responding original BDDs in most cases. We have used
three delay models in the simulations: unit delay, fanout
delay and random delay given in columns unit, fanout and
random, respectively. For simplicity, both signal probabil-
ity and switching activity of primary inputs are assumed
to be 0:5. The estimated power given in the table has
been normalized as switched capacitance per clock cy-
cle, which is independent of the clock frequency. In our
computation, the node capacitance C in Eq. 1 equals the
number of the fanout. Hence, the load capacitance for
driving one gate is considered as one unit of capacitance,
which implicitly assumes that every gate is considered as
a basic gate. For most circuits considered, the estimated
power of XORDD's is lower than BDD's. There is 5% to
15% di�erence in the estimated power due to the three
di�erent delay models.
When we map every node in XORDDs into 2-input

logic gates, the size (number of logic gates) of the re-
sultant circuits increases signi�cantly. A large number
of 2-input XOR gates are then generated. We consider
that every gate is implemented in static CMOS, hence a
2-input XOR is assigned 2 units of capacitance while a
2-input NAND or NOR gate is assigned 1 unit of capac-
itance. Results after splitting the nodes are summarized
in Table II. The second column gives the power under
zero delay model. In the third column, we give the power
dissipation including the contribution of internal nodes
within a logic gate. We have assumed the total internal
capacitances is always 1=2 unit capacitance. For most of
the circuits, the internal power accounts for 15% to 20%
of the total power dissipation, which is quite signi�cant
considering the value of internal capacitance we have as-
sumed. Column 5 and 7 gives the power under unit and
random delay model, respectively. Their ratio to the zero
delay power is also shown in column 6 and 8. There are
dramatic increases in the estimated power, mainly due
to the large number of glitches. Chances of simultaneous
transitions at the inputs also decrease under non-zero de-
lay models. Note that simultaneous transitions to the two
inputs of an XOR gate always prevent the output node
from switching.

IV. Conclusions

While several XOR-based synthesis styles have been
presented in the last few years, in this paper we discussed
for the �rst time the modeling of power consumption of
XOR dominated circuits. We considered several delay
models. Experimental results show that accurate delay
models are critical in estimating the circuit power dissi-
pation.
Due to di�erent possible implementations styles for

XOR gates, we consider XOR gates as basic gates as well
as complex gates. For large classes of circuits, size can
be greatly reduced by using XOR-based synthesis tech-
niques. Results in our experiments show that the the
power consumption is also reduced compared to AND/OR
logic, as long as the XOR gates are considered as ba-
sic gates. When XOR gates are implemented as com-
plex static CMOS gates, the power consumption is much
larger. Power consumption due to (charging and discharg-
ing) internal node capacitances in complex XOR gates is
signi�cant.



TABLE I
Average power when XOR as a basic gate

Circuit BDD Circuits XORDD (XOR basic)
# nodes unit fanout random # nodes unit fanout random

apex6 795 1060 1108 1123 739 744 759 777
apex7 456 632 716 723 466 423 428 432
ALU2 171 238 251 260 132 160 164 167
ALU4 711 1777 2139 2160 506 678 743 768
b1 12 8.93 8.93 9.43 11 8.93 8.93 9.43
b9 166 204 217 220 176 173 176 178
c8 114 110 122 123 104 92.1 92.4 92.6

count 111 111 121 121 96 94.1 96.2 96.2
dalu 1440 1865 1971 2007 1375 1698 1792 1823
frg1 105 237 290 324 144 138 145 146
frg2 2349 3789 3825 3879 2382 2125 2211 2293
i1 84 84.1 86.2 87.1 76 53.1 54.3 54.8
i2 207 117 118 119 208 118 120 122

rd53 20 27.9 28.7 29.0 16 22.6 23.5 23.9
rd73 36 58.7 59.6 59.9 35 52.1 53.1 53.7
rd84 53 84.1 86.2 87.1 41 64.1 66.4 67.1
t481 27 41.2 42.5 44.9 23 25.7 26.5 28.5
ttt2 165 185 188 190 145 134 136 137
vda 546 801 820 827 518 730 740 745
x2 46 50.9 52.3 52.8 47 46.6 48.0 48.2
x3 810 1005 1042 1056 718 729 750 758
x4 595 757 768 771 588 576 588 590

TABLE II
Average power of XORDD circuits under different delay models (only 2-input static CMOS gates are used)

XORDD mapped into 2-input static CMOS gates
Circuit zero-delay unit-delay random-delay

power power w/internal power % power %
apex6 461 558 17.6% 1208 262% 1343 291%
apex7 235 271 13.4% 610 260% 643 274%
ALU2 114 144 20.4% 385 336% 460 402%
ALU4 456 569 19.8% 1671 366% 2053 450%
b1 4.63 5.23 11.4% 10.2 220% 10.7 231%
b9 92.5 110 15.5% 252 273% 265 286%
c8 60.7 71.4 15.0% 140 231% 147 242%

count 58.0 68.2 14.9% 136 235% 144 248%
dalu 978 1170 16.5% 2783 285% 3169 324%
frg1 94.8 115 17.2% 349 368% 397 418%
i1 24.5 26.4 6.99% 53.9 220% 53.9 220%
i2 60.9 63.4 3.89% 129 212% 131 214%

rd53 16.7 20.9 20.1% 53.3 320% 71.6 429%
rd73 42.1 53.4 21.1% 169 402% 227 538%
rd84 54.9 69.4 20.9% 290 528% 429 781%
t481 14.9 18.4 19.3% 48.2 323% 59.7 401%
vda 452 557 18.8% 1407 311% 1528 338%
x2 23.5 27.2 13.6% 63.1 269% 67.2 286%
x3 463 561 17.6% 1140 246% 1303 281%
x4 392 480 18.3% 1189 303% 1382 352%
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