Application-Specific Heterogeneous Multiprocessor Synthesis Using Differential-Evolution

Allan Rae, Student Member, IEEE   Sri Parameswaran, Member, IEEE
Department of Computer Science and Electrical Engineering
University of Queensland, St. Lucia, Queensland, Australia.
{rae,sridevan}@csee.uq.edu.au

Abstract

This paper presents an application-specific, heterogeneous multiprocessor synthesis system, named HeMPS, that combines a form of Evolutionary Computation known as Differential Evolution with a scheduling heuristic to search the design space efficiently. We demonstrate the effectiveness of our technique by comparing it to similar existing systems. The proposed strategy is shown to be faster than recent systems on large problems while providing equivalent or improved final solutions.

1. Introduction

There is a growing need for the automated design of application-specific multiprocessor systems. Such systems range from high-performance signal processing systems, robot arm controllers to video-cameras and automobiles. Even modern "uniprocessor" workstations make use of multiple processors to achieve maximum performance. These additional processors are specifically designed to handle I/O intensive tasks such as peripheral interfaces, for example SCSI-controllers and graphics processors. In each case the system is a heterogeneous multiprocessor, hereafter referred to as HeMP, because they are constructed from multiple different processor types. It is therefore important to devise systematic methods of designing such systems.

In this paper we investigate a strategy for the synthesis of application-specific HeMP systems. This strategy, designated HeMP-Synthesis (HeMPS), synthesises a distributed, heterogeneous multiprocessor architecture, allocates sub-tasks to each of the processors in the system and provides a static task execution schedule. HeMPS does this by combining a problem-specific heuristic with a form of evolutionary computing known as Differential Evolution.

The next section describes the previous research on problems related to the synthesis of multiprocessor systems. Section 3 provides a brief introduction to the operation of differential evolution. Section 4 describes our synthesis strategy in detail. Section 5 describes some examples and experimental results and provides a comparison of our proposal against some existing synthesis systems.

2. Previous Work

The automated synthesis of heterogeneous multiprocessors is a relatively young field that incorporates the scheduling and allocation of tasks with the selection of processors to execute those tasks. Scheduling and allocation of tasks on multiprocessors has been studied extensively with most scheduling schemes assuming a fixed homogeneous multiprocessor as the target system. The scheduling and allocation problem has been shown to be NP-complete [10] so a variety of heuristics have been developed. Many of these heuristics have been compared by researchers such as Khan et al [13] who classified and compared three types of multiprocessor scheduling heuristics: critical path heuristics, list scheduling heuristics and graph decomposition methods. Most scheduling heuristics have failed to consider communication overhead however some notable exceptions include: Mapping Heuristic (MH) [7], ELS and ETF heuristics [12].

Prakash and Parker were pioneers in HeMP synthesis with Synthesis of Systems (SOS) [15]. This system utilised a mixed integer-linear-programming (MILP) model. While providing optimal solutions this model was impractical for even small numbers of tasks because of the exponential increase in the number of model factors as the number of subtasks increased. A corresponding exponential increase in execution time resulted. Almost all work since then has concentrated on reducing the search time through improved heuristics and randomised search methods such as genetic algorithms.

The SHEMUS system by Dhodhi, Ahmad and Storer [5] introduced genetic algorithms to the heterogeneous multi-
processor synthesis field. Their system is the most similar to this proposal. The SHEMUS system utilises a problem-space genetic algorithm to search for an optimum list-schedule and the numbers of different processors. An initial solution is determined and the population is initialised by mutating this initial solution.

Wolf introduced a multi-step heuristic algorithm [23] for distributed, embedded computer design. The algorithm generates an initial allocation and mapping to meet the specified deadlines (rate constraints) and then undergoes a process of design refinement to reduce system cost. The refinement steps are: minimise processor cost, reallocate processes to minimise interprocessor communication, minimise communications port cost (by choosing appropriate connection technology) and finally minimise the device cost.

Dasgupta and Karri have proposed algorithms for synthesising reliability-optimal HeMP systems [2]. Their algorithms maximise reliability by selecting processors and communication links that have a high reliability and will achieve the desired time constraints rather than utilising multiple redundant components.

Nguyen and Nguyen proposed an application-specific embedded computer synthesis methodology called Architecture Process Flow [14]. Their proposal describes a semi-automatic process for converting the problem specification, in the form of an existing application program, into a final system. Their proposal suggests the use of several expert systems driven by fuzzy logic or neural networks to aid in topology and component selection.

3. Differential Evolution

Evolutionary Strategies (ES) [17, 18, 19] were originally developed in Germany during the 1960s while a similar technique, Evolutionary Programming (EP) [9, 8], was being developed independently in the United States during the same period. These evolutionary techniques have many similarities to Genetic Algorithms (GA) [3, 11], with the major difference being a greater reliance on mutation in the evolutionary techniques. ES, EP and GA all consist of an evolving population of trial solutions. These trial solutions compete against each other and the better solutions are used to generate a new population. Thus over time the population converges on possibly several local minima. If the population is sufficiently large and initially well spread across the problem space it’s likely that the global minima will be found.

Differential Evolution (DE) [22, 16] is an evolutionary descendant of ES. Like ES it attempts to optimise the mutation rate for each parameter of the trial vector. Mutation efficiency is maximized when the mutation step size is comparable to the standard deviation of the parameters in the population. The optimum step size for each parameter is different and also varies over time. DE simplifies the process of mutation by using the scaled difference between two randomly-chosen trial solution vectors, \( \tilde{X}_a \) and \( \tilde{X}_b \), as the mutation of a third trial solution vector: the parent vector \( \tilde{X}_c \).

That is, \( \tilde{X}'_c = \tilde{X}_c + F(\tilde{X}_a - \tilde{X}_b) \) where \( F \) is a scaling factor. Some variants of DE also make use of multiple, weighted-difference vectors or use the current best vector as one of the terms in the difference. By generating the mutations from within the population itself DE avoids the complex task of tracking and adjusting the mutation step sizes for each parameter while achieving near optimum mutation. DE also makes use of recombination, otherwise known as crossover in GA literature, which involves mixing in some of the parameters from the original vector.

However, recombination as used in DE is somewhat different to the crossover used by standard GAs. Crossover in GAs involves slicing two parent chromosomes at some predetermined point/s and using alternate slices from each parent to form an offspring. In DE however, recombination occurs in one of two ways: exponential or binomial. Exponential recombination starts from a randomly chosen point in the trial vectors and is controlled by comparing a uniformly distributed random number in the range [0,1] with a crossover constant, \( CR \). If the random number is less than \( CR \) the parent vector gets its parameter replaced by the corresponding parameter from the mutated vector and this process continues until either all of the vector has been replaced by the mutated vector or the random number is greater than \( CR \). Thus, exponential recombination applies a single slice from the mutated vector. Binomial recombination starts at the beginning of the vector and replaces the current parameter with the corresponding parameter from the mutated vector if a random number is less than \( CR \). This process continues for the length of the vector.

The variations of DE are classified using a simple notation that is best described using an example. The designation: \( DE/best1/exp \), means the best trial solution so far is used as the parent; one vector difference is used for mutation and exponential crossover is used. Thus the last entry is always used to indicate either exponential or binomial crossover. The second last entry indicates how many vector pairs form the vector difference used in the mutation step. The remaining classifier, the parent classifier, is one of \( best \), \( rand \) or \( rand-to-best \) – where \( rand \) indicates a randomly chosen parent and \( rand-to-best \) indicates the parent is used with the best vector as a difference pair although this difference pair is not counted in the second last entry.

If the modified trial vector yields a lower objective function than the original parent vector then it replaces that vector in the new population, otherwise the old vector is retained. This process of selection is much faster and simpler than that used in most other ES, EP or GA algorithms where
selection involves ranking or competitive trials. The population size, $N_p$, is recommended to be between five and ten times the number of parameters in a vector.

4. Synthesis Strategy

In this section we will formulate the problem, describe our assumptions and provide an outline of the proposed algorithm and the objective function for synthesising an application-specific HeMP system from a given task flow graph and set of design constraints.

4.1. Problem Formulation

The synthesis process takes as input the application specification in the form of a task flow graph and a set of design constraints; it produces a hardware architecture, a static task execution schedule and a mapping of subtasks to processors. The task flow graph consists of $n_t$ subtasks and provides the dependency and communication relations between subtasks. The design constraints include a library of processors of varying cost and capabilities, and a library of communication link types and their costs and capabilities.

For a given application a table of processor execution times is constructed which describes the time required to execute each of the subtasks on a particular processor from the library. Thus the problem can be formulated as: given a task flow graph and a heterogeneous set of processors gen-

4.2. Assumptions

We have used the same assumptions used by previous research so our results can be directly compared with their work. These assumptions were first defined by Prakash and Parker [15]:

- The system model consists of a distributed-memory system with point-to-point message-passing. The processors available for selection may have varying functionality, cost and performance.
- The execution of a subtask may only start after all the data from its predecessors has arrived.
- A processor can be executing at most one subtask at any given time.
- Subtask execution is non-preemptive. That is, once a subtask begins execution on a given processor it must run to completion uninterrupted.
- While a processor is executing a subtask it is capable of simultaneously transmitting the computed results of a previous subtask to another processor. That is, computation and communication may overlap.
- Interprocessor communication takes place by message-passing over half-duplex point-to-point communications links. The communication cost and transfer sizes are unity.
- The communication cost between two subtasks executed on the same processor is negligible.

One other assumption is that the execution times for each subtask on each processor have been determined \textit{a priori}.

4.3. Objective Function

There are $n$ processors in the system. Each processor $p_i$ has an associated cost $C_{p_i}$ and if a communication link exists between processors $p_i$ and $p_j$ it has a cost $C_{L(i,j)}$. Thus the total implementation cost, $C_I$, is shown in equation 1.

The total execution time is represented by $T_t$.

$$C_I = \sum_{i=1}^{n} C_{p_i} + \sum_{i=1}^{n} \sum_{j=1}^{n} C_{L(i,j)}$$

A target value, $V_t$, can be set along with the choice of whether that target value is a cost or performance figure. HeMPS then attempts to optimise the system to match this target value. For example, if $V_t$ represents a performance target then the effective objective functions are shown in equation 2 below. This represents searching for the lowest cost system with the given target performance of $V_t$. Alternatively, it is also possible to find the highest performance system for a given target cost.

$$T_t \rightarrow V_t , \quad C_t \rightarrow 0$$

4.4. Algorithm Outline

HeMPS uses a problem-space DE (PSDE) which is similar to the problem-space GAs (PSGAs) that have been developed by other researchers [4, 5, 6]. Each trial solution vector represents the number of each of the processor types to use in this solution and a priority list used by a scheduling heuristic. Figure 1 shows an overview of the DE search algorithm.

The wide range of the random numbers used to initialise the population gives initial solutions that have more resources than required but the best chance of finding the optimum performance solution. Any excess processors are removed after the scheduling heuristic has determined how many processors it actually used from those available.

The search may finish early if the population has converged or if there has been no improvement upon the best after some specified number of generations. The scheduling heuristic is shown in Figure 2 and will be described below.
Get the population size \(N_p\), number of generations \(N_t\), target \(T\) and cost/performance choice.

Initialise the population \(X\) with uniform random values in the range \([a, b]\), where \(n_s = \) number of subtasks.

Determine \(X\) member quality with scheduling heuristic.

Record the best solution.

\[ \text{repeat} \]

\[ \text{foreach parent } X_i \text{ in } X \]

Randomly select a difference pair \(X_{+}\) and \(X_{-}\)

\[ \text{Calculate } X_{+} = X_i + F(X_{+} - X_{-}) \]

\[ \text{Calculate } X_{-} = \text{Crossover}(CR, X_{+}, X_{-}) \]

\[ \text{Determine the quality of } X_{+} \]

if \( X_{+} \) is better than \( X_{+} \),

then \( X_{+} \) goes in new population \( X' \)

else \( X_{-} \) goes in new population \( X' \)

\[ \text{endfor} \]

New population \( X' \) replaces \( X \)

Update the best solution.

\[ \text{until population converged or target reached} \]

\[ \text{Build a priority list from the trial solution} \]

\[ \text{Initialise ready list} \]

\[ \text{current time } = 1 \]

\[ \text{while task not completed do} \]

\[ \text{Update ready list} \]

\[ \text{for each subtask } t_i \text{ on the ready list} (\text{chosen in priority order}) \text{ do} \]

\[ \text{for each processor } P_j \text{ which is available} \]

\[ \text{and on which the subtask } t_i \text{ can be run} \text{ do} \]

\[ \text{Determine the execution time of } t_i \text{ on } P_j \]

\[ \text{Schedule } t_i \text{ on the fastest available processor } P_{j_{\text{fast}}} \]

\[ \text{Allocate communications links} \]

\[ \text{Remove } t_i \text{ from the ready list} \]

\[ \text{Increment current time} \]

\[ \text{ endwhile} \]

\[ T_f = \text{current time} \]

\[ C_t = \text{Total component and communication link costs} \]

\[ \text{return } (T_f, C_t) \]

\[ \text{Figure 1. Differential Evolution algorithm} \]

\[ \text{Figure 2. Multiprocessor Scheduling and Allocation Heuristic} \]

The mutation, crossover and selection stages have been described previously.

The scheduling heuristic used is a simplified list scheduling algorithm. The scheduler takes as input a task flowgraph, a priority-list of subtasks, and the number of processors of each available type. Its output is the total execution time to complete all the subtasks, total implementation cost and the number of each type of processor used.

The priority list is taken from the trial vector and is used to control the scheduling order. A list of subtasks that are ready to run is also kept. Thus the subtask in the ready list with the highest priority is scheduled first. A restriction introduced by heterogeneous processing is that some processors may not be able to execute certain subtasks. As such, it may be impossible to schedule a given priority list if a subtask has a higher priority than another subtask it depends upon. It is therefore necessary to check that a proposed schedule is achievable and if it is not achievable a simple repair procedure is used that swaps the first blocked subtask with the first subtask that it depends upon that appears after it in the list. The repair process iterates until the priority list specifies an achievable schedule.

If multiple free processors exist then we select the processor that will execute the subtask in the minimum time. By allocating the subtask to the fastest available processor the total time for the task is kept to a minimum for this priority list. If there are multiple “fastest” processors then select the processor with the minimum communication cost. If there are still multiple processors to choose from then select the processor with the lowest utilisation.

4.5. Parameter Tuning

There are only three parameters that control differential evolution. These parameters being the population size \(N_p\), crossover constant (CR) and the difference multiplier (F). The only other variable is the actual choice of DE variant. Several tests have been conducted to determine which of 20 different variants provide the most consistent results. The best performing DE variants are those that make use of the current best trial vector either as a parent or as part of a difference vector. That is, best and rand-to-best respectively.

Using the problem-specific heuristic allows a reduction in population size compared to more general ES, EP and GA searches. The originators of DE [22] recommend a population size of five to ten times the number of parameters in a vector. In our experiments we tested population sizes ranging from one to 10 times the vector size. A population size from two to five times the vector size provides a near-optimal or optimal result in 10-30 generations. Larger population sizes also found satisfactory solutions however they also require longer execution times due to the increased number of evaluations per generation. The worst case number of generations was 50-60 generations.

The crossover constant, \(CR\), was varied from zero to 1.0 in steps of 0.1 and the difference multiplier, \(F\), was varied from 0.2 to 1.2 in steps of 0.1. For small problem sizes almost every combination of \(F\) and \(CR\) tested found the optimal solution. However, for larger problems a high \(F\) generally required a low \(CR\) and vice versa. An example of a consistently performing DE variant and parameter settings is: DE/best/2/bin with \(F = 0.2\) and \(CR = 0.8\) and a
population size of four times the size of a trial vector.

5. Results

We have implemented HeMPS in approximately 1600 lines of C code incorporating 20 variants of DE which have been used for testing. The examples we used for testing our algorithm are from related HeMPS synthesis research. The examples include Prakash and Parker’s examples 1 and 2 (pp1 and pp2) [15] and the robot-arm manipulator example of Dhodhi, Ahmad and Storer [5]. The remaining examples are the juice [21], cfuge [1] and dye [20] examples used by Wolf. The component cost, execution times and technology parameters used are those estimated or measured by the respective authors. The times for HeMPS and SHEMUS were recorded on Sun SPARCstation-10 workstations. The times for the proposal by Wolf were recorded on SGI Indigo workstations. The runtimes for SOS were recorded on a Solbourne Series 5e/900. The performance of a synthesised system is represented by the time period of the example task. Thus higher performance corresponds to a lower period. In all cases the target used for HeMPS is the time period. The resulting search is for a cost-optimal implementation with the target performance. Test results are shown in Table 1.

The results for the two examples by Prakash and Parker correspond to their point-to-point interconnection experiments. Example pp1 has input and output from a subtask during the subtasks execution. HeMPS restricts such communication to the beginning or completion of a subtask respectively. It is for this reason that HeMPS is not able to match the results of the MILP method. In a simple experiment, the four-subtask problem was rewritten so that no communication to or from a subtask takes place during the execution of that subtask. This transformation involved breaking each subtask into four smaller subtasks. HeMPS was then able to synthesise the optimal period 3 and period 2.5 systems found by Prakash and Parker.

For example pp2 all systems found the set of optimal solutions, for each of the periods their results were published for, with one exception by Wolf’s algorithm. The relative increase in CPU times from pp1 to pp2 demonstrates the efficiency of the DE search method used in HeMPS. This efficiency is due to the rapid convergence offered by this method.

A comparison of HeMPS and Wolf’s multi-step algorithm is also provided in Table 1. The systems synthesised by HeMPS are identical to those synthesised by Wolf’s algorithm with the exception of the juice example. For the juice example, HeMPS finds a single-processor solution while Wolf’s algorithm synthesises a two-processor system. The heuristic used by HeMPS will not allocate a subtask to a new processor if the resulting communications overhead results in an execution time longer than that which would occur if the task was run on the original processor. That is, HeMPS refuses to synthesise an expensive, slow system when there exists a cheaper, faster solution. The data for the juice example is such that there is no need to use the second processor to meet the deadline – in fact, the system generated by HeMPS will complete at the rate of 2.15 milliseconds – the second processor and serial communications effectively extend the execution time by increasing the communication time. A better implementation, implied by the HeMPS results, would be to use another subtask to pad out the time or switch to an interrupt-driven model.

The robot entry in Table 1 compares HeMPS with the SHEMUS system by Dhodhi et al [5]. This example has 25-subtasks and would be impractical to test with the MILP modelling used by Prakash and Parker. Two tests were conducted with HeMPS. The first test was to find the lowest-cost, performance-optimal implementation and the second test was to find the lowest-cost implementation with the same period as that found by SHEMUS. HeMPS succeeded in finding the global optimum in the first test and achieved a considerable improvement in implementation cost for the second test. Unfortunately, the authors have been unable to determine the target used by SHEMUS however we have assumed that maximum performance was the target. Alternatively if the target was the best balance of performance and cost HeMPS is still superior.

6. Conclusions

In this paper, we have presented a strategy for the synthesis of application-specific heterogeneous multiprocessors that use a point-to-point interconnection network. This strategy, HeMPS, combines a fast, problem-specific heuristic with a form of evolutionary computation known as differential evolution. This combination enables the HeMPS system to rapidly and efficiently search the design-space for an optimal or near-optimal solution.

Furthermore, HeMPS has been compared to similar systems and found to provide equal or better results for the examples described. The results of the comparison show that for small numbers of subtasks the execution time of HeMPS is on par with other recent systems. When the number of subtasks is increased the execution time of HeMPS remains low.

The use of heuristic or randomised search methods by a number of authors has enabled considerable reductions in the search and synthesis time. There remains a considerable amount of work before such systems reach the ultimate goal of complete system specification integrating component selection and board layout. However, we believe the HeMPS methodology is an important step towards that goal.
### Table 1. Comparison of results for examples from Prakash and Parker, Wolf and SHEMUS

<table>
<thead>
<tr>
<th>example</th>
<th>#subtasks</th>
<th>period</th>
<th>HcMPS</th>
<th>Wolf</th>
<th>SHEMUS</th>
<th>P&amp;P</th>
<th>HcMPS</th>
<th>Wolf</th>
<th>SHEMUS</th>
<th>P&amp;P</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp1</td>
<td>4</td>
<td>2.5</td>
<td>14</td>
<td>-</td>
<td>14</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>14</td>
<td>14</td>
<td>-</td>
<td>13</td>
<td>0.09</td>
<td>0.05</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>7</td>
<td>-</td>
<td>7</td>
<td>0.09</td>
<td>0.05</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>-</td>
<td>5</td>
<td>0.09</td>
<td>0.05</td>
<td>-</td>
<td>0.05</td>
<td>-</td>
</tr>
<tr>
<td>pp2</td>
<td>9</td>
<td>5</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>0.24</td>
<td>0.7</td>
<td>1.3</td>
<td>3732</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>-</td>
<td>12</td>
<td>0.16</td>
<td>1.1</td>
<td>-</td>
<td>26710</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>-</td>
<td>8</td>
<td>0.16</td>
<td>1.6</td>
<td>-</td>
<td>32320</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>0.18</td>
<td>1.0</td>
<td>1.1</td>
<td>45111</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>5</td>
<td>5</td>
<td>-</td>
<td>5</td>
<td>0.12</td>
<td>1.1</td>
<td>-</td>
<td>385012</td>
<td></td>
</tr>
<tr>
<td>cfuge</td>
<td>3</td>
<td>0.1</td>
<td>17</td>
<td>17</td>
<td>-</td>
<td>-</td>
<td>0.08</td>
<td>0.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>juice</td>
<td>4</td>
<td>0.1</td>
<td>27</td>
<td>41</td>
<td>-</td>
<td>-</td>
<td>0.08</td>
<td>0.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>dye</td>
<td>15</td>
<td>0.1</td>
<td>59</td>
<td>59</td>
<td>-</td>
<td>-</td>
<td>0.83</td>
<td>7.2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>robot</td>
<td>25</td>
<td>20</td>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.55</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>9</td>
<td>-</td>
<td>17</td>
<td>-</td>
<td>-</td>
<td>1.55</td>
<td>-</td>
<td>7.3</td>
<td></td>
</tr>
</tbody>
</table>
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