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Abstract

Adiabatic logic promises extremely low power consumption
for those applications where slower clock rates are accept-
able. However, there have been very few adiabatic memory
designs, and any circuit of even moderate complexity re-
quires some form of ram. This paper presents a register file
implemented entirely with adiabatic logic, and fabricated
using a 1.2µm cmos technology. Comparison with a con-
ventional cmos logic implementation, using both measured
and simulated results, indicates significant power savings
have been realised.

1 Introduction

ram is an important component of any circuit of signifi-
cant size. It can also make a significant contribution to the
power consumption of such circuits due to the need to drive
large capacitances in address, word, and bit lines. Slow-
ing the clock rate can decrease the power consumption, but
with conventional cmos circuits, the relationship is linear,
and the reduction in speed must be considerable to have
any real impact. In adiabatic systems, however, the rela-
tionship between power and speed is quadratic [1]. This is
accomplished by both reducing the power dissipated by each
individual fet, and recycling the charge stored at each node
in the circuit.

To realise any significant power savings, however, adi-
abatic logic must operate at clock rates much slower than
the maximum possible for a given fabrication technology.
Typically, this means operating in the range 1–20 MHz. In
some embedded applications like biomedical implants [3],
such clock speeds are acceptable, and the increase in bat-
tery life through lower power consumption makes adiabatic
logic attractive.

The use of adiabatic and energy recovery techniques in
memory design is not new. The first published design by
Somasekhar, Ye and Roy describes a quasi-static adiabatic
ram cell [8]. The circuit is based on a conventional 6T cell,
but uses a complex adiabatic clocking scheme with different
offsets and swings to generate all signals and power supplies.

Simulations of a 64×64 array using a 1.2µm technology show
84% energy recovery for reads and 85% for writes.

Dennard and Frank take a different approach, describing
a technique for reducing the power consumption of drams
by adiabatically switching the bit lines [5]. As the bit lines
of a dram are highly capacitive, by charging and discharging
them adiabatically the charge stored on those lines may be
reclaimed and recycled, leading to power savings.

Tzartzanis and Athas propose a similar technique for
static ram, replacing all latches and drivers in a conven-
tional sram with energy recovery versions [9]. Simulations
for a 256×256 sram array show energy savings of between
59% and 76%, at 200 MHz, over a conventional implemen-
tation.

Moon and Jeong go one step further, using energy recov-
ery logic for all circuits in a register file except for the ram

cells [7]. Power savings of approximately 70% at 5 MHz are
claimed for a 32×32 two port register file implemented in a
0.8µm technology.

This paper describes a three-port register file implemen-
tation using only adiabatic logic, the natural progression
from previous adiabatic/conventional hybrids. The sole use
of adiabatic logic allows significant power savings, and ready
integration into larger adiabatic systems. The performance
of a 8×16 register file is then compared with that of a con-
ventional implementation using simulated and measured re-
sults.

2 Memory Cell

Figure 1 illustrates a conventional implementation of a three-
port memory cell by Chao and Wooley [2]. Devices M1
through M4 provide a storage element with negligible static
power dissipation. Two pairs of nfets, M5/M6 and M7/M8,
allow reading from the cell by selectively discharging the bit
lines, and the pair M9/M10 allows data to be written to the
cell.

Figure 2 is the adiabatic memory cell used in this im-
plementation. It is similar to the conventional memory cell,
except that it is powered by the clock like all adiabatic cir-
cuits, and the cell outputs are not directly connected to the
data buses.

Devices M1 through M4, M9, M10, M13, and M14 form
a 2N-2N2P logic gate [4]. To write a value to the cell, the
clock is ramped down to ground, reclaiming charge stored
in the cell. The write word line is then asserted and data
placed on the Wbit lines. Ramping the clock up again causes
the cell to take on a state dependent on which pair of nfets,
M9/M13 or M10/M14, provide a path to ground. After the
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Figure 1: Conventional three-port memory cell
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Figure 2: Memory cell used in the register file

clock has reached Vdd, the data and write signal may be
removed, and the cell will maintain its state indefinitely.

The worst case power consumption occurs when the cell
state is toggled. As M1/M2 cease conducting when the clock
line drops below Vth, a charge of CVth will remain on one
of the storage nodes (where C is the node capacitance). If
the cell state is toggled, this charge is dumped to ground,
resulting in an energy loss of CVth

2. This, however, is con-
siderably less than the CVdd

2 energy loss of a conventional
sram cell.

3 Write Decoding

For the memory cell to retain its value, the clock must be
held at Vdd when the cell is not selected for writing. To
accomplish this, the write word decoder is modified to gate
between the clock and Vdd as shown in Figures 3 and 4.
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Figure 3: Adiabatic write word decoder

The write word decoder is a simple decoder followed by
two buffers. This allows the decode signal to be made avail-
able across three clock phases. These signals are used to
drive the clock gating circuitry, which ensures that the clock

memcellmemcell

memcell memcell

memcell

memcell memcell

memcell

write decode

e0e1e2

write decode

e2 e1 e0

address

phi0

phi0

WbitWbitWbitWbit WbitWbitWbitWbit

write

writeC

writeC

Figure 4: Full write word decoding circuitry

is either connected to Vdd through three pfets, or to the
power clock (phi0) through one of three nfets (Figure 5).

Full transmission gates cannot be used (as it is not pos-
sible to generate fully complementary signals), and so the
potential across the pfets is Vth when they are switched
on. This results in a non-adiabatic transition from Vdd−Vth

to Vdd, and a slight increase in power consumption over an
ideal adiabatic implementation.
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Figure 5: Write operation timing

4 Read Decoding

A simple decoder is all that is required for the read decoder,
as illustrated in Figure 6. Because the gate must be able to
sink the charge stored on the entire word line, decoders in
large register files can be slow due to the number of nfets in
the discharge path. To combat this problem, a buffer may be
added at the output, shortening the discharge path to one
nfet at the expense of an extra quarter cycle of latency.
Figure 7 illustrates the read operation timing.

5 Read Data Output

In place of the sense amplifier used in conventional ram

circuits, this implementation uses an or gate, with the eval-
uation tree distributed along the length of the bit lines. An
additional nfet connected to the complementary output en-
sures the gate reaches a sensible state when no read is per-
formed. The circuit is illustrated in Figure 8.
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Figure 6: Adiabatic read word decoder

The bit lines in a ram are typically the most capacitive.
Large fets are therefore required in the cross-coupled por-
tion of the gate to reduce losses associated with charging
these lines from the clock. As a consequence, the nfets in
the evaluation branches may be relatively small due to the
large gain of the cross-coupled fets. This helps keep the
area of the memory cells reasonable.

As with the read word decoder, the output should be
buffered to help minimise the current sinking requirements
of the evaluation branches.

6 Integration

The register file is powered by a four-phase clock, with phi1
lagging phi0 by 90◦, phi2 lagging phi1 by 90◦, and phi3
lagging phi2 by 90◦. While a trapezoidal waveform is ideal,
a sinusoidal clock may be used with only a slight increase in
power dissipation.

All address and read/write signals must be valid during
phi1, ie. may only change when phi1 is low. The data to be
written must be valid during phi3, although this implemen-
tation uses buffering to synchronise that data with all other
input signals. The data read is valid during phi3, with all
operations performed within one clock cycle.

7 Implementation and Results

The circuits presented here were used to implement a 8-
word×16-bit 2R1W register file which was fabricated using
the mosis 1.2µm cmos process. To provide a basis for com-
parison, a similar register file was implemented with conven-
tional cmos logic. The conventional circuit, generated from
symbolic layout, was provided by N. Weste of Macquarie

address

readA

Abit

A output
(buffered)

Figure 7: Read operation timing

phi2

read

AbitAbit

XX

XX

XX

XX

memory
cell 0

memory
cell 1

memory
cell 2

memory
cell 3

readA
row 0

readA
row 1

readA
row 2

readA
row 3

Figure 8: Adiabatic read output circuitry

University. It was then compacted by hand to ensure a fair
comparison with the adiabatic implementation, which was
laid out geometrically. Figure 12 is a photomicrograph of
the fabricated chip.

The final size of the adiabatic circuit is 644×1300 µm,
comprising 2876 devices (588 pfets). By comparison, the
conventional implementation is 880×883 µm, and uses 2264
devices (888 pfets). Despite the larger number of devices,
the adiabatic circuit requires less than 10% more silicon.
This is due to the smaller number of pfets, and the corre-
sponding relaxation of n-well requirements.

Figure 9 shows the power consumption for both circuits
for a range of clock frequencies and Vdd=5 V. These results
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Function Conventional Adiabatic
Buffering 336µW 8.6µW

Read Decoding 139µW 5.2µW
Write Decoding 62µW 4.5µW
Read Output 20.7 mW 5.3µW
Memory Cells 31µW 4.2µW

Table 1: Power consumption at 1 MHz (Vdd=5 V)

are based on a 50% level of activity, ie. 50% probability
that the output of a gate will change. The activity level
in practice, and hence the actual power consumption, will
likely be much lower. It can be seen that the measured
results for the conventional circuit closely correspond to the
simulation results. The results for the adiabatic circuit are
from simulation only, as measured results were not available
at the time of writing.

Table 1 provides a breakdown of the power consumption
of the circuits by function. As can be seen, the power con-
sumption of the conventional sense-amps swamp the results
for that implementation. The reason for this can be seen
in the circuit schematics of Figures 10 and 11. When the
clock is high, the 20/1 nfet in the sense-amp precharges
the bit line to Vdd. If the value stored in the memory cell
is high, and that cell is selected for reading, then the bit
line is dragged low through 2/1 and 5/1 nfets. This re-
sults in a short circuit current of approximately 500µA with
50% duty cycle for each bit in the word being read which is
high. Although this sense-amp circuit is useful in the origi-
nal application (the register file in a fast risc core), it is not
particularly suitable for a low-power low-speed application.
(Note that the problem could be fixed by anding the word
select with the clock’s complement.) For this reason, Fig-
ure 9 provides results for the conventional circuit without
the sense-amp power consumption.

Even when the conventional sense amplifiers are ignored,
the adiabatic circuit produces impressive power savings com-
pared to the conventional implementation. These savings
range from 85% for the memory cells, through to more than
90% for the decoders. As the charge stored on the bit and
word lines is being recycled, such significant power savings
are to be expected of the decoders and read data output
circuitry.

In simulation the conventional circuit operated to more
than 10 MHz and the adiabatic circuit, designed to operate
at 5 MHz, to just over 6 MHz. The adiabatic circuit can op-
erate at higher clock frequencies by using wider fets in the
clock gating circuitry and by increasing the drive of the de-
coders. Note that measured results are limited by the failure
of the i/o pads, not necessarily by failure of the circuits.

If the additional losses associated with the energy re-
cycling clock are considered (which can be as low as 10–
15% [6]), total power savings of more than 80% over con-
ventional sram designs are still possible.

8 Summary

To realise their full power-saving potential, adiabatic sys-
tems require some form of adiabatic memory. We have
demonstrated a register file implemented entirely with adia-
batic logic, a natural progression from other hybrid energy-
recovery memory systems.

This circuit has produced significant power savings over a
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similar implementation using conventional cmos logic. Sav-
ings are particularly notable where highly capacitive buses
are driven, as in the read data output, and row decoders.

This work shows that in applications where slower clock
rates are acceptable, power savings in the order of 80% are
possible in memory circuitry through the use of adiabatic
techniques.

Acknowledgements

The authors thank S.-Y. Choe and G. Hellestrand of the
University of NSW, M. Bickerstaff and N. Weste of Mac-
quarie University, S. Reemeyer of Sydney University, and
C. Nicol of Lucent Technologies for their contributions and
assistance. Initial investigations were funded in part by a
grant from the Australian Research Council.

References

[1] W. C. Athas, L. Svensson, J. G. Koller, N. Tzartza-
nis, E. Y.-C. Chou, “Low-power digital systems based
on adiabatic-switching principles,” IEEE Trans. VLSI
Systems, vol. 2, no. 4, pp. 398–407, 1994.

[2] C.-C. Chao, B. A. Wooley, “A 1.3-ns 32-word × 32-bit
three-port BiCMOS register file,” IEEE J. Solid-State
Circuits, vol. 31, no. 6, pp. 758–766, 1996.

[3] R. Coggins, M. Jabri, R. Wang, S. Avery, “An amplitude
and shift invariant micropower template matcher,” Proc.
Int. Conf. Neural Information Processing, pp. 1257–
1261, 1996.

[4] J. S. Denker, “A review of adiabatic computing,” Proc.
IEEE Symp. Low Power Electronics, pp. 94–97, 1994.

[5] R. H. Dennard, D. J. Frank, Memory with adiabatically
switched bit lines, U. S. Patent 5,526,319, 1996.



Figure 12: Photomicrograph of the conventional (top) and
adiabatic (bottom) register files

[6] A. G. Dickinson, J. S. Denker, “Adiabatic dynamic
logic,” IEEE J. Solid-State Circuits, vol. 30, no. 3,
pp. 311–315, 1995.

[7] Y. Moon, D.-K. Jeong, “A 32×32-bit adiabatic register
file with supply clock generator,” Symp. VLSI Circuits
Dig. Tech. Papers, pp. 27–28, 1997.

[8] D. Somasekhar, Y. Ye, K. Roy, “An energy recovery
static RAM memory core,” Proc. IEEE Symp. Low
Power Electronics, pp. 62–63, 1995.

[9] N. Tzartzanis, W. C. Athas, “Energy recovery for the
design of high-speed, low-power static RAMs,” Proc. Int.
Symp. Low Power Electronics and Design, pp. 55–60,
1996.


	Main Page
	ISLPED98
	Front Matter
	Table of Contents
	Session Index
	Author Index


