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#### Abstract

In this paper, we present several optimization techniques for power reduction utilizing circuit symmetries. There are four kinds of symmetries that we detect in a given circuit implementation. First, we propose an algorithm for detecting the four different types of symmetries in a given circuit implementation of a Boolean function. Several re-synthesis techniques utilizing such symmetries are proposed. These techniques enable us to optimize power consumption and delay with no (or very little) area overhead. We have carried out experiments on MCNC benchmark circuits to demonstrate the efficiency of the proposed techniques. The average power reduction is $14 \%$ with little or none area and/or delay overhead.


## 1 Introduction

Minimization of circuit area and delay has been the main design objective in VLSI/CAD design for many years. However, low power consumption has recently emerged as another important design objective. Often circuit designers try to reduce the power consumption of a circuit at a cost of increasing the area and delay of the circuit. Such a change of the design objectives often leads to the re-synthesis of an existing circuit to improve the circuit behavior in terms of the new design objective. Also, practically, re-synthesis has a huge advantage over synthesis from scratch in terms of verification cost and design time.

In this paper, we study the problem of resynthesizing a given circuit utilizing symmetries for power reduction. We assume that the given circuit has been optimized for area and delay, and we want to further improve the circuit in terms of power consumption

[^0]while maintaining the same functionality. This implies that the re-synthesis techniques employed should not increase the area or delay apparently while reducing the power consumption. We found that re-synthesis utilizing symmetries is an efficient and powerful technique.

To re-synthesize a circuit utilizing symmetries, we need to address the following issues: (i) how to detect symmetries in a given circuit implementation of a Boolean function and (ii) how to utilize the detected symmetries for power reduction.

The remainder of the paper is organized as follows. In the next section, we briefly summarize major ideas on multi-level logic synthesis for low power and those on symmetry detection. Then we present the definitions of four types of symmetries. Next, we propose optimization techniques for power reduction for each type of symmetry. Then we discuss our algorithm for detecting symmetries in a given implementation of a circuit. Experimental results and conclusion will follow.

## 2 Related Works

A good survey of logic synthesis techniques for multilevel combinational logic was presented in [1]. For low power design, [13] presents an excellent survey. There have been several studies focused on multi-level combinational logic synthesis for low power. In [5], the authors presented techniques for computing power relevant observability and satisfiability don't care conditions which guarantee monotonic power reduction. In [11, 15], the authors determine local transformation based on the computation of permissible functions([10]). In [14], the authors studied the problem of area minimization using logic perturbation. In [7, 18], the authors used a similar idea to optimize circuit for power. In [16], the authors studied the problem of identifying subcircuits that can be disabled under a certain condition for power reduction.

Detecting the total or partial symmetry in a logic circuit has been studied since the early $1950 \mathrm{~s}([2,3,6])$. Total symmetry of a function can be detected in polynomial time. However, partial symmetry is much harder
to detect. Since exhaustive search of all the possible symmetries is too costly in practice, several techniques have been proposed ([9, 12, 17]). In [9], a symmetry detection procedure using ROBDD was studied. In [12], an efficient method to reorder the variables in the BDDs dynamically so that symmetric variables can be located as close as possible was proposed. In [17], generalized Reed-Muller form was used for the detection of symmetry.

Our approach is to re-synthesize a multi-level logic circuit for power reduction utilizing symmetries. The difference between this work and the other previous works is that we detect circuit symmetry not only among primary inputs but among any primary input and internal signals. To the best of our knowledge, our work is the first attempt to detect symmetries from a given implementation of a circuit. Also we propose several novel techniques for re-synthesis of a given circuit utilizing the detected symmetries for power reduction.

## 3 Definitions of Symmetry <br> 3.1 Cofactor

The cofactor of a Boolean function $f\left(x_{1}, \ldots, x_{n}\right)$ with respect to $x_{i}$ is $f_{x_{i}}=f\left(x_{1}, \ldots, 1, \ldots, x_{n}\right)$. The cofactor of $f\left(x_{1}, \ldots, x_{n}\right)$ with respect to $\overline{x_{i}}$ is $f_{\overline{x_{i}}}=$ $f\left(x_{1}, \ldots, 0, \ldots, x_{n}\right)$. The Shannon's expansion of a function $f$ is defined by:

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}\right)=x_{i} f_{x_{i}}+\overline{x_{i}} f_{\overline{x_{i}}} \tag{1}
\end{equation*}
$$

$f\left(x_{1}, \ldots, x_{n}\right)$ is said to depend on $x_{i}$ if and only if $f_{x_{i}} \neq f_{\overline{x_{i}}}$. It is easy to see that the Equation 1 can be generalized with respect to two variables $x_{i}$ and $x_{j}$ as follows:
$f\left(x_{1}, \ldots, x_{n}\right)=x_{i} x_{j} f_{x_{i} x_{j}}+x_{i} \overline{x_{j}} f_{x_{i} \overline{x_{j}}}+\overline{x_{i}} x_{j} f_{\overline{x_{i}} x_{j}}+\overline{x_{i}} \overline{x_{j}} f_{\overline{x_{i}} \overline{x_{j}}}$
A function $f\left(x_{1}, \ldots, x_{n}\right)$ is symmetric in $\left\{x_{i}, x_{j}\right\}$ (or $\left.\left\{x_{i}, \overline{x_{j}}\right\}\right)$ if and only if the interchange of the variables $x_{i}$ and $x_{j}\left(\overline{x_{j}}\right)$ leaves the function invariant. A function $f$ is symmetric in a subset $X^{\prime}$ of the support $X$ if any permutation of the variables in $X^{\prime}$ leaves the function invariant. In this case, $X^{\prime}$ is called a symmetry subset of $f$.

### 3.2 Symmetry types and conditions

In [4], the notion of symmetric function was extended and five different types of symmetry were defined. We observe that some of them are essentially the same and re-classify them into three. We then introduce one more type of symmetry.

## Nonequivalence and Equivalence Symmetry

A function $f$ is nonequivalence symmetric in variables $x_{i}$ and $x_{j}$ if and only if $f_{x_{i} \overline{x_{j}}}=f_{\overline{x_{i} x_{j}}}$. This corresponds to the original definition of symmetry given above. Hence later on, the term "symmetry" will mean "nonequivalence symmetry". A function $f$ is said to be
equivalence symmetric in variables $x_{i}$ and $x_{j}$ if and only if $f_{x_{i} x_{j}}=f_{\overline{x_{i}} \bar{x}_{j}}$. Let $f \sqsubset S_{x_{i}, x_{j}}$ denote that function $f$ is symmetric in $x_{i}$ and $x_{j}$.

## Multi-form Symmetry

A function $f$ is multi-form symmetric in support variables $x_{i}$ and $x_{j}$ if and only if $f$ is both nonequivalence and equivalence symmetric in them. In other words, $f_{x_{i} \overline{x_{j}}}=f_{\overline{x_{i}} x_{j}}$ and $f_{\overline{x_{i}} \overline{x_{j}}}=f_{x_{i} x_{j}}$. Let $f \sqsubset M_{x_{i}, x_{j}}$ denote $f$ is multi-form symmetry in $x_{i}$ and $x_{j}$.

## Single-Variable Symmetry

A function $f$ is single-variable symmetric in the variable $x_{j}$ in the space $x_{i}=1$ if and only if $f_{x_{i} \overline{x_{j}}}=f_{x_{i} x_{j}}$. Similarly, a function $f$ is single-variable symmetric in the variable $x_{j}$ in the space $x_{i}=0$ if and only if $f_{\bar{x}_{i} \overline{x_{j}}}=f_{\bar{x}_{i} x_{j}}$. Let $f \sqsubset V_{x_{i} \rightarrow x_{j}}\left(V_{\overline{x_{i}} \rightarrow x_{j}}\right)$ denote that $f$ is single-variable symmetric in $x_{j}$ under $x_{i}=1\left(x_{i}=0\right)$.

## Pseudo Symmetry

Suppose there are two Boolean functions $f$ and $g$ over $n$ support variables. Suppose for some support variable set $X=\left\{x_{1}, \ldots, x_{n-1}\right\}$, the support of $f$ is $X \cup\left\{x_{f}\right\}\left(x_{f} \notin X\right)$ and that of $g$ is $X \cup\left\{x_{g}\right\}\left(x_{g} \notin X\right)$. Two functions $f$ and $g$ are said to be pseudo symmetric in support variable $x_{f}$ and $x_{g}$, respectively, if and only if $f_{x_{f}}=g_{x_{g}}$ and $f_{\overline{x_{f}}}=g_{\overline{x_{g}}}$. Let $\{f, g\} \sqsubset P_{x_{f}, x_{g}}$ denote the pseudo symmetry of $f$ and $g$ with respect to $x_{f}$ and $x_{g}$, respectively.

## 4 Re-synthesis Utilizing Circuit Symmetries for Power Reduction

First, we discuss how symmetries in a circuit can be utilized for power reduction. We will present our symmetry detection algorithm later. Remember that our primary goal is to reduce the power consumption while taking into account the trade-offs between power and delay. In all methods, the area overhead is either zero or very small.

### 4.1 Re-synthesis without Area Overhead Swapping Connections

According to the definition of symmetry subsets, a function remains invariant under any permutation of variables in the symmetry group. In the corresponding circuit implementation, "permutation" means swapping connections. See Figure 1-(a). Through swapping, we might find a better circuit in terms of power consumption. Figure 2-(a) shows a circuit where $g \sqsubset S_{e, i}$. Therefore, we can swap the connections and obtain the circuit in Figure 2-(b) which is functionally equivalent to the circuit in Figure 2-(a).

Since a multi-form symmetry implies a nonequivalence symmetry $\left(S_{s, t}\right)$, we can swap connections of $s$ and $t$ if $f \sqsubset M_{s, t}$. Furthermore, since a multi-form symmetry implies an equivalence symmetry ( $S_{\bar{s}, t}$ ), if there exists a signal which corresponds to $\bar{s}(\bar{t})$, then we can swap the connections to $\bar{s}(\bar{t})$ and $t(s)$ if $f \sqsubset M_{s, t}$. See Figure 3 for an example using a real circuit.


Figure 1: Swapping connections: (a) Symmetry $f \sqsubset$ $S_{s, t}$ (b) Pseudo symmetry $\{f, g\} \sqsubset P_{s, t}$


Figure 2: (a) Symmetry $g \sqsubset S_{e, i}$ (b) Equivalent circuit with connections swapped

A similar yet more interesting case can be seen in a circuit with pseudo symmetry. In this case, to ensure that the functionality of the circuit remains invariant, we need to swap two pairs of connections as shown in Figure 1-(b). See Figure 4 for a concrete example.


Figure 3: (a) Multi-form symmetry $f \sqsubset M_{c, e}$ (b) An equivalent circuit with connections swapped (c) Another equivalent circuit with connections swapped

### 4.2 Re-synthesis with Area Overhead Structural Transformation

Besides connection swapping, following techniques can be employed for power reduction. It should be noted, however, that these techniques do not preserve the area of the initial implementation. In other words, it may reduce or may increase the total area of the circuit.

## Multi-form Symmetry

Suppose a signal $f$ is multi-form symmetric in two signals $s$ and $t$. It means that if in clock cycle $i$, $s=t=0(s=t=1)$, and in the next clock cycle $i+1, s=t=1(s=t=0)$, then the value of $f$ is unchanged (because $f_{s t}=f_{\bar{s} \bar{t}}$ ) and the transitions in $s$

(a)

Figure 4: (a) Pseudo symmetry $\{k, q\} \sqsubset P_{o, h}$ (b) An equivalent circuit with connections swapped
and $t$ are immaterial. Similarly, when $s=0$ and $t=1$ in one clock cycle and $s=1$ and $t=0$ in the next clock cycle (or vice versa), the value of $f$ is unchanged (because $f_{\bar{s} t}=f_{s \bar{t}}$ ). Consequently, reduction in switching activities can be obtained by removing some of the unnecessary transitions in the transitive fan-outs of the variables $s$ and $t$. The redesign is carried out as follows: (We assume that $f$ is multi-form symmetric in $s$ and $t$ with $t$ having more transitions than $s$.)

1. Connect constant signal 0 (or 1 ) in place of $t$. The choice between 0 and 1 is dependent on the type of the gates in the fan-out of $t$.
2. Add a two input XOR (XNOR) gate if $0(1)$ is selected for $t$, with $s$ and $t$ as the inputs to the XOR (XNOR) gate. Then, connect the output of the XOR (XNOR) gate to the fan-out of (the original) $s$.

Figure 5-(a) shows the transformation where 0 and XOR are chosen to be used. In this transformation, the area overhead is at most equal to the introduction of a new gate ( g 0 ), but there may be some removal of gates $(\mathrm{g} 1, \mathrm{~g} 2)$ in the transitive fan-out of $t$.


Figure 5: Structural transformation for (a) Multi-form symmetry $f \sqsubset M_{s, t}$ (b) Single-Variable symmetry $f \sqsubset$ $V_{s \rightarrow t}$ (c) Both $f \sqsubset V_{s \rightarrow t}$ and $f \sqsubset S_{s, t}$

## Single-Variable Symmetry

Recall that $f \sqsubset V_{s \rightarrow t}$ implies that $f_{s t}=f_{s \bar{t}}$. This means that if $s=1, f$ does not depend on $t$, which
implies that if $s=1$, then we can remove the spurious transitions on the transitive fan-out of $t$ due to the value changes in $t$. This can be implemented by adding a gate as shown in Figure 5-(b). The gate added will be an OR gate for any $V_{s \rightarrow t}$ and an AND gate for any $V_{\bar{s} \rightarrow t}$. We can observe that the additional OR (AND) gate will be used for gating signals of $t$ when $s=1(s=0)$.

## Single-Variable Symmetry with Nonequivalence Symmetry

Recall that if both $f \sqsubset V_{s \rightarrow t}$ and $f \sqsubset S_{s, t}$, then $f_{s t}=$ $f_{s \bar{t}}=f_{\bar{s} t}$. This means that as long as the values of $s$ and $t$ remain 1 and 1,0 and 1 or 1 and 0 over consecutive clock cycles, respectively, the value of $f$ will remain unchanged and spurious switchings in the transitive fanout of $s$ and $t$ due to the value changes in signals $s$ and $t$ can be suppressed. Thus, we only need to be able to distinguish between the signal value combination of $s=$ 0 and $t=0$ from the other signal value combinations. Hence, an additional OR gate ( g 0 ) is introduced in the corresponding transformation as shown in Figure 5-(c). For the case where $f_{\bar{s} \bar{t}}=f_{s \bar{t}}=f_{\bar{s} t}$ (equivalently, if both $f \sqsubset V_{\bar{s} \rightarrow t}$ and $f \sqsubset S_{s, t}$ ), an additional AND gate will be used. To summarize:

1. Connect constant signal $0(1)$ in place of $t$. The choice between 0 and 1 is dependent on the type of the gates in the fan-out of $t$.
2. Introduce an OR (AND) gate with both $s$ and $t$ as inputs to the gate. The output of this OR (AND) gate becomes the fan-out of (the original) $s$.

## Pseudo Symmetry

Let $\sup (f)$ denote the set of support variables for a function represented by $f$. Pseudo symmetry implies that for some support set $X$, where $s, t \notin X$, there are two functions $f, g$ where $\sup (f)=\{s\} \cup X$ and $\sup (g)=$ $\{t\} \cup X$ and $g_{\bar{s}}=f_{\bar{t}}$ and $g_{s}=f_{t}$. This means that we can share the function evaluation when $s=t$. This observation leads to a re-synthesis structure as shown in Figure 6. In this structure, $f$ always computes $f_{\bar{t}}$, and $g$ computes $g_{s}$ (Or, $f$ computes $f_{t}$ and $g$ computes $g_{\bar{s}}$ ).

## 5 Selection of Transformations

In Sections 4.1 and 4.2, we showed how a circuit can be re-synthesized for the occurrence of each type of symmetry. However, in a circuit, there may be many occurrences of various types of symmetries. Thus, the question is: "How do we select one transformation over the others in order to maximize the effectiveness of the transformation?"

Remember that a transformation with respect to signals $x$ and $y$ utilizes a certain (set of) symmetry of the two signals in the circuit. We have found that depending on how the signals in the symmetric subset are correlated, a transformation can be more effective in terms


Figure 6: Transformation for pseudo symmetry
of the reduction in switching activity than the others. There are two different notions of correlations: temporal correlation and spatial correlation [8].

We have found that there is a direct relationship between a certain correlation and the effectiveness of a transformation. Suppose a circuit is symmetric in $x$ and $y$. Let $O_{a b}$ denote the occurrence probability of $x$ being a and $y$ being b (approximation to the spatial correlation), and let $T_{a b, c d}$ denote the transition probability between the two states where signal $x$ goes from a to c and signal $y$ goes from b to d (approximation to the temporal correlation ${ }^{1}$. Table 1 summarizes the relations. $\uparrow$ represents that the corresponding value should be high, and $\downarrow$ represents that the value should be low in order for a transformation to be effective for power reduction. Remember that each transformation utilizes a certain type of symmetry. Therefore, we use the type of symmetry to indicate the corresponding transformation.

| Type ( $x, y$ ) | Type of symmetry | Correlation |
| :---: | :---: | :---: |
| Sect. 4.1 | $S_{x, y}$ | $O_{01} \uparrow$ or $O_{10} \uparrow$ |
|  | $\begin{gathered} S_{x, \bar{y}} \\ \left(\operatorname{or} S_{\bar{x}, y}\right) \end{gathered}$ | $O_{00} \uparrow$ or $O_{11} \uparrow$ |
| Sect. 4.2 | $M_{x, y}$ | $T_{00,11} \uparrow \wedge T_{01,10} \uparrow$ |
| Sect. 4.2 | $\begin{gathered} V_{\bar{x} \rightarrow y} \wedge S_{x, y} \\ \text { (or } V_{\bar{y} \rightarrow x} \wedge S_{x, y} \text { ) } \end{gathered}$ | $O_{11} \downarrow$ |
|  | $\begin{gathered} V_{x \rightarrow y} \wedge S_{x, y} \\ \left(\text { or } V_{y \rightarrow x} \wedge S_{x, y}\right) \\ \hline \end{gathered}$ | $O_{00} \downarrow$ |
|  | $\begin{gathered} V_{y \rightarrow x} \wedge S_{x, \bar{y}} \\ \left(\text { or } V_{\bar{x} \rightarrow y} \wedge S_{x, \bar{y}}\right) \end{gathered}$ | $O_{10} \downarrow$ |
|  | $\begin{gathered} V_{x \rightarrow y} \wedge S_{x, \bar{y}} \\ \left(\text { or } V_{\bar{y} \rightarrow x} \wedge S_{x, \bar{y}}\right) \\ \hline \hline \end{gathered}$ | O $01 \downarrow$ |
| Sect. 4.2 | $\bar{V}_{\bar{x} \rightarrow y}$ | $T_{01,00} \uparrow$ |
|  | $V_{\bar{y} \rightarrow x}$ | $T_{00,10} \uparrow$ |
|  | $V_{y \rightarrow x}$ | $T_{01,11} \uparrow$ |
|  | $V_{x \rightarrow y}$ | $T_{10,11} \uparrow$ |

Table 1: Desired correlation in order for a transformation to be effective for power reduction

[^1]
## 6 An Algorithm for Symmetry Detection in a Circuit Implementation

In this section, we describe our algorithm for detecting the four types of symmetries defined in Section 3.2. Even though there are several symmetry detection methods in the literature, they are not suitable for logic re-synthesis because they do not utilize the structural information provided by the given circuit structure and they only detect symmetry with respect to primary inputs.

Let $s$ be the first signal considered and call it a source, and $t$ be the second signal considered and call it a target. Let $F I(v)$ and $F O(u)$ be the set of fanins of $v$ and the set of fan-outs of $u$, respectively. Let $C_{v}$ represent the function of the cone that $v$ represent. Let $T F I(v)$ and $T F O(u)$ represent transitive fanin and transitive fan-out, respectively. Let Level(v) be the maximum distant from the primary inputs.

### 6.1 An Observation

The key observation that leads to our symmetry detection algorithm is as follows:

Observation 6.1 Let $f$ be a single output function. Suppose we want to check the symmetry between two given signals $s$ and $t$. Assume that there is no multiple fan-out from $s$ and $t$ to $f$. Let $c$ be a signal in $T F O(s) \cap T F O(t)$.(See Figure 7-(a).) Then if $c$ is symmetric in $s$ and $t$, then $f$ is symmetric in $s$ and $t$ as well.


Figure 7: (a) Key observation of symmetry detection from a circuit, (b) Symmetry detection from a circuit with multiple fan-outs

The observation above implies the following: First, if Level $(c) \ll \operatorname{Level}(f)$, the cost of symmetry detection at $c$ will be much cheaper than at $f$. Second, we observe that the symmetry at $c$ with respect to $s$ and $t$ does not depend on what $C_{s}$ or $C_{t}$ is (shaded regions in Figure 7(a)). Finally, the switching activities for any signal in $T F O(c)$ or any signal outside of $C_{c}$ are unchanged when the connections to $s$ and $t$ are swapped. Thus, our problem is to find the $c$ which is as close as to $s$ and $t$ as possible.

When there are multiple fan-outs and reconvergent fan-outs in the transitive fan-out of $s$ and $t, T F O(s) \cap$ $T F O(t)$ will in general be a set of signals where the signals in the set may be independent of each other as
$c 1$ and $c 2$ in Figure 7-(b). The extension is straightforward. For each fan-out path from $s$ and $t$, there should be a signal $c$ that is symmetric in $s$ and $t$. Again, we try to find the set of such $c$ 's which are as close to $s$ and $t$ as possible.

### 6.2 Detection Algorithm

Our symmetry detection algorithm is given here. It detects the four types of symmetry with respect to signal $t$ and all other signals which are independent of $t$.

```
Detecting Symmetry From a Circuit Implementation \(\mathcal{I}\)
    Compute the primary input support for each signal
    Simulate \(\mathcal{I}\) to compute switching activity
    Identify the signal \(t\) with the highest switching activity
    Update the support for signal \(n \in T F O(t)\)
    For every signal \(s\) that is independent of \(t\)
        Update the support for signal \(n \in T F O(s)\)
        Identify the set of check points \(\mathcal{C} \mathcal{P}\) for symmetry detection
        For every checkpoint \(c \in \mathcal{C} \mathcal{P}\)
            Construct a minimal cone with respect to \(c, s, t\)
            Check the four types of symmetries at \(c\) in \(s, t\)
        If All the necessary checkpoints are found
            Stop
        EndFor
    EndFor
END
```


## 7 Experimental Result

We have implemented the algorithm for symmetry detection and the re-synthesis techniques presented in this paper. The programs were written in $\mathrm{C}++$ running on a Sun Sparc10 workstation. We carried out experiments on many MCNC benchmark circuits.

From a given circuit, we identify a signal which has the highest switching activity. The switching activity of each signal line is estimated on the basis of the onprobabilities of the primary inputs using SIS ${ }^{2}$. Then we try to detect the existence of any of the four types of symmetries in the circuit with respect to this signal and other signals. Then the circuit is re-synthesized using the techniques presented above. After the transformation, we re-evaluate the switching activities in the new circuit. And we iterate this process by selecting the signal with the highest switching activity. In this experiment, the number of iterations was $0.2 \times$ the total number of gates in the circuit. The power consumption, area, and delay were computed after executing a SIS script: "sweep; eliminate -l; map -m 0." The power measurement was conducted using the power estimation tool in SIS 1.2 assuming a 20 MHz clock and 5 V . Furthermore, we measured the power of mapped circuits using the well-known MCNC generic library.

Table 2 summarizes the result. \#PI and \#PO represent the number of primary inputs and primary outputs, respectively. Size is the number of gates in the circuit when the circuit is decomposed using tech_decomp

[^2]| Circuit | \#PI | \#PO | Size | Before |  |  | After |  |  | \% Power | $\begin{aligned} & \text { Time } \\ & (\mathrm{sec}) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Power | Delay | Area | Power | Delay | Area |  |  |
| cm162a | 14 | 5 | 83 | 203 | 16.7 | 78 | 182 | 13.7 | 78 | 10.7 | 21 |
| pm1 | 13 | 10 | 93 | 299.2 | 14.5 | 109 | 277 | 15 | 114 | 7.4 | 14 |
| cu | 14 | 11 | 94 | 357.7 | 13 | 109 | 321.3 | 11.6 | 114 | 10.2 | 20 |
| cm152a | 11 | 1 | 36 | 119 | 11.3 | 32 | 82.4 | 11 | 43 | 30.7 | 2 |
| pcler8 | 27 | 17 | 94 | 224.1 | 27.7 | 165 | 200.1 | 33.5 | 144 | 10.7 | 35 |
| sct | 19 | 13 | 237 | 548.2 | 18.1 | 232 | 517.4 | 23.7 | 237 | 5.6 | 329 |
| cmb | 16 | 4 | 78 | 241.2 | 8.4 | 77 | 218 | 16.5 | 77 | 9.6 | 17 |
| i2 | 201 | 1 | 233 | 730.9 | 18 | 306 | 630.4 | 22.5 | 317 | 13.7 | 2304 |
| mux | 21 | 1 | 160 | 564.5 | 25.5 | 188 | 391.7 | 40.3 | 228 | 30.6 | 505 |
| cm85a | 11 | 3 | 76 | 123.7 | 21 | 72 | 100.3 | 26.7 | 84 | 18.9 | 18 |
| 9symml | 9 | 1 | 243 | 1000.2 | 28.3 | 353 | 973.6 | 28.7 | 355 | 2.7 | 450 |
| b9 | 41 | 17 | 219 | 514.0 | 16.8 | 191 | 394 | 16.7 | 198 | 7.7 | 324 |
| cc | 21 | 13 | 103 | 367.8 | 13.5 | 113 | 339.0 | 13.6 | 107 | 7.8 | 23 |
| c8 | 28 | 17 | 315 | 924.6 | 18.1 | 375 | 822.5 | 18.8 | 378 | 11.0 | 1226 |

Table 2: Re-synthesis of logic circuit utilizing symmetries
command in SIS. The columns under Before show the power consumption, area, and delay of the circuits before re-synthesis and those under After show the result after applying re-synthesis techniques. \% Power shows the percentage of power reduction achieved through resynthesis. Time shows the user CPU time for the detection of the symmetries and the applications of corresponding transformations ${ }^{3}$. We were able to obtain the average power savings of $14 \%$ with very little area and delay overhead.

## 8 Conclusion

We proposed several techniques for re-synthesizing multi-level circuits utilizing symmetries for power reduction in this paper. We studied: (i) definitions of different types of symmetry, (ii) how to detect such symmetries in a given implementation of a circuit and (iii) how to utilize the detected symmetries for power reduction. We find that re-synthesis utilizing circuit symmetry is very efficient and powerful for power reduction.

We are currently investigating several challenging issues related to this work. Our future work includes:

- Considering internal don't care conditions in the circuit to detect more symmetries and extending the set of applicable transformations with the existence of such don't care conditions
- Developing an efficient technology decomposition algorithm which can be used with symmetry detection
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