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Abstract

Both in custom and programmable instruction-set processors for data-dominated multi-media applications, many of the architecture components are intended to solve the data transfer and storage issues. Recent experiments at several locations have clearly demonstrated that due to this fact, the main power (and largely also area) cost is situated in the memory units and the communication hardware. In this paper, the main reasons for this problem will be reviewed and a perspective will be provided on the expected near-future evolution. It will be shown that the circuit and process technology advances have been very significant in the past decade. Still, these are not sufficient to fully solve this power and area bottle-neck which has been created in the same period. Therefore, also several possible design methodology remedies will be proposed for this critical design issue, with emphasis on effective system-level memory management methodologies. These promise very large savings on energy-delay also on area for multi-media applications, while still meeting the real-time constraints.

1 Context and summary

The target domain in this paper includes all real-time data-dominated applications, which deal with large amounts of complex data types. This happens both in real-time multi-dimensional signal processing (RMSP) applications such as video and image processing (which handle indexed array signals, usually in the context of loops), and in sophisticated communication network protocols (which handle large sets of records organized in tables and pointers). Both classes of systems contain many important applications, e.g. video coding, medical image archival, multi-media terminals, artificial vision, xDSL modems, ATM networks, and LAN/WAN technology.

The top-level view of a typical heterogeneous system architecture in our target application domain is illustrated in Fig. 1. Architecture experiments have shown that 50-80% of the area cost in (application-specific) architectures for real-time multi-dimensional signal processing is due to memory units, i.e. single or multi-port RAMs, pointer-addressed memories, and large register files [39, 19]. The conclusion is that an off-chip data transfer consumes about 33 times more power than a typical 16-bit arithmetic operation like an addition. Experiments on video compression applications and other advanced multi-media applications indicate that the number of primitive arithmetic operations is typically only a few times higher than the number of data transfer operations to big frame signals. For instance, for a H.263 video conferencing decoder [16], this ratio is 1502K/503K for a representative stream of frames, or about a factor 3 [24]. Combined this provides at least a factor 10 in difference for the power consumption in the actual application of the original algorithm code. Similar observations can be made for modern instruction-set processors in the multi-media domain.

Hence, for our target applications, the organisation of the global data transfer and storage forms the dominating factor in the system-level architecture design decisions. The required memory units and the (bus) communication hardware between them, are clearly power dominant in
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Figure 1: Typical heterogeneous system-on-a-chip architecture for multi-media applications, with custom hardware (application-specific accelerator data-paths and logic), programmable processor (DSP core and controller), and a cost-dominant distributed memory organisation.
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\[2\text{together with their use for a given application (which is as important)}\]
the conventional approaches. Section 2 provides a summary of current design practice and a more detailed illustration of this issue. Unfortunately, in more and more cases the power consumption becomes a bottleneck, especially in mobile or embedded applications. This is due both to battery life times and restrictions on packaging cost or reliability issues. We will show in section 3 that the process and circuit technology evolution will not fully solve this problem. This holds in particular when the energy-delay product is taken into account: for a given performance (delay requirement), the necessary energy consumption is increasing very rapidly. Therefore, in section 4, we will show that also design methodology innovations are required. Recently, on the HW side, several system level memory management related methodologies are being proposed which promise very large savings on power \([7, 24]\) and also on area (e.g. \([19]\)). Experimental results will demonstrate that these can effectively solve the energy-delay bottleneck to a large extent.

2 Multi-media storage organisations

It is impossible to summarize all architecture solutions in the full multi-media and telecom domain. Therefore, a specific but representative subapplication domain will be selected and analyzed, namely (MPEG based) video compression. Many custom HW architectures for motion estimation and other MPEG subsystems have been proposed (see good survey in \([30]\)). Power management and reduction is becoming a major issue for such applications \([6, 9, 21]\).

Two examples of MPEG2 custom processors which have been presented at CICC’95 (using comparable CMOS technologies) will be reviewed. It will be shown that both have a widely differing data transfer and storage organisation. The differences will illustrate an important point\(^1\). The first design \([2]\) exhibits the following characteristics (see also figure 3): 4 chip set, 20W @27MHz, flexible centralized bus/memory organisation, 64 Mbit external RAM. The pros and cons are:

- Enhanced flexibility to update this design in a modular way due to the central bus structure.
- Ease of design due to the divide and conquer strategy enabled by hooking up additional modules to the bus with almost fully decoupled interaction (system level buffers).
- Larger system cost due to extra system-level buffering (resulting in extra area on-chip or extra space on the board).
- Higher power consumption due to decoupling and central bus/memory organisation (see also below).

Also today, the majority of the complex system designs follow a similar strategy (see figure 4), probably mainly driven by the attractive design time and modularity issues. They exhibit rather centralized memories and busses per processor with system-level buffers to separate the different processors. An alternative for this is to have a more

---

\(^3\)In this paper, we will focus mostly on the energy/power issue for a given fixed delay requirement but it should be kept in mind that also then the real problem is associated with the energy-delay product.

\(^4\)These designs are only representatives of the main trends and the choice of these particular instances is only due to the fact that they can be easily compared and that they have been published with sufficient information.
distributed architecture which is more customized to the application at hand. The pros and cons are the opposite of the above list: reduced power and area/space related costs at the price of a higher design time because of the increased design complexity. This class of designs is illustrated relatively well with another MPEG2 encoder [20, 26] (see also figures 5 and 6). Its characteristics are: 3 chip set, 8.5W @8 MHz, heavily customized and distributed organisation, 44 Mbit external DRAM. As a result, the reduced flexibility and ease of design have been traded-off against a lower power budget and memory size.

![Figure 5: Global MPEG2 architecture of [20].](image)

![Figure 6: Global Pixel Proc. architecture of [26].](image)

Similar observations can be made for SW processors:

1. The power consumption of processors is rising sharply and moving rapidly into storage (data and program memory) and partly also transfers (communication and I/O) [38, 15].

2. Using a simple hardware instruction cache, the microcode contribution in the power budget can be kept negligible for multi-media applications because these mainly consist of heavily nested loops with relatively large bounds. So most of the time, the link to the main program memory can be powered down. In order to fully profit from this, it is assumed however that the cache is distributed. The different partitions should be localized as close as possible to the places on the chip where the decoded control bits have to be used in the processor, i.e. close to the FU where the involved instruction field applies to. Otherwise, the distribution of a wide control bus (especially for VLIW) will still absorb too much on-chip power. Care should be exercised here to avoid unnecessary duplicate decoding overhead locally at the FUs, so a good clustering of the FUs sharing a local cache and its corresponding decoder should be aimed at.

In conclusion, the power consumption in well-designed processor architectures resides mainly in the data storage and transfer components. Actually, the same is true for the cycle overhead (performance) due to the usually quite dominant effect of the data cache stalls (see e.g. [4] and its refs).

### 3 Evolution of circuit and process technology solutions

Already a decade ago, the growing performance gap between the processor and the off-the-shelf (D)RAM evolution became a major issue (see overview of evolution in [10] and [31]). Also the increasing power consumption (up to several W for large DRAM and SRAM chips) became a major concern. Since then, a significant effort has been invested in better solutions at the circuit and process technology levels [17]. In order to reduce the energy-delay product, the main changes are related to the more aggressive partitioning in hierarchical memory planes\(^5\), wide memory words to reduce the access speed [1], multi-divided arrays (both for word-line and data-line) with up to 1024 divisions in a single matrix [37], low on-chip Vdd (up to 0.5V [41]) with Vdd/2 precharge [41], special voltages on the word-line to reduce the leakage current, special NAND decoders [22], reduced bit/word-line swing (up to only 10% of the Vdd) [17], differential bus drivers and charge recycling in the I/O buffer [22].

Because of all these principles to distribute the power consumption from a few “hot spots” to all parts of the architecture, the end result is indeed a very optimized design for power where every piece consumes about an equal amount (see e.g. [35]). It is expected however that not much more can be gained because the “bag of tricks” is now containing only the more complex solutions with a smaller return-on-investment. Note however that the combination of all these approaches indicates a very advanced circuit technology which clearly outperforms the current state-of-the-art in data-path and logic circuits for low power design. Hence, It can be expected that the relative power in the non-storage parts can be more drastically reduced still towards the future (on condition that similar investments are done). Combined with the advance in process technology, all this had lead to a remarkable reduction of the DRAM related power: from several W for the 16-32 Mb generation to about 100 mW for 100 MHz operation in a 256 Mb DRAM (see e.g. [23]).

It can be concluded that modern stand-alone (S)DRAM chips already offer low power solutions but this comes at a price. Internally they contain banks and a small cache with a very wide width (see figure 7). So the low power operation per bit is only feasible when they operate in burst

\(^5\) with usually more than 32 divisions for RAM sizes above 16Mb
mode with large data widths. This is not directly compatible with the actual use of the data in the processor data-paths so without a buffer to the processors, most of the bits which are exchanged would be useless (and discarded). Obviously, the effective energy consumption per useful bit would become very high in that case and also the effective bandwidth is quite low. Therefore, a hierarchical and typically much more power-hungry intermediate memory organisation is needed to match the central DRAM to the data ordering and bandwidth requirements of the processor data-paths. This is illustrated in figure 8. The decrease of the power consumption in fast random-access memories is not as advanced yet as in DRAMs but also that one is saturating, because many circuit and technology level tricks have already been applied also in SRAMs. As a result, fast SRAMs keep on consuming on the order of Watt’s for high-speed operation around 500 MHz [5, 27].

From the process technology point of view this is not so surprising, especially for submicron technologies. The relative power cost of interconnections is increasing rapidly compared to the transistor (active circuit) related components. Clearly, local data-path and controllers themselves contribute little to this overall interconnect compared to the major data/instruction busses and the internal connections in the large memories. Hence, if all other parameters remain constant, the energy consumption (and also the delay or area) in the storage and transfer organisation will become even more dominant in the future, especially for deep submicron technologies. The remaining basic limitation lies in transporting the data and the control (like addresses and internal signals) over large on-chip distances, and in storing them.

One last technological recourse to alleviate the energy-delay bottleneck is to embed the memories as much as possible on-chip. The other two articles in this special session and also several recent activities at other locations (see e.g. the Mitsubishi announcements [34] and the IRAM initiative of U.C.Berkeley [29]) motivate that the option of embedding logic on a DRAM process leads to a reduced power cost and an increased bandwidth between the central DRAM and the rest of the system. This is indeed true for applications where the increased processing cost is allowed. However, it is a one-time drop after which the widening energy-delay gap between the storage and the logic will keep on progressing, due to the unavoidable evolution of the relative interconnect contributions (see above). So on the longer term, the bottleneck should be broken also by other means. In section 4, it will be shown that this is feasible with quite spectacular effects at the level of the system design methodology. The price paid there will be increased design complexity, which can however be offset with appropriate design methodology support tools.

Figure 7: Off-chip memory organisation in modern (S)DRAMs.

Figure 8: On-chip memory hierarchy to match DRAM to the processor data ordering and bandwidth requirements.

4 Energy-delay efficient data storage and transfer exploration

In order to achieve a significant drop of the actual energy consumed for the execution of a given application, we have to look again into the real power formula: $F_{real} \cdot V_{dd} \cdot V_{swing} \cdot C_{load}$. Note that the real access rate $F_{real}$ should be provided and not the maximum frequency $F_{cl}$ at which the RAM can be accessed. The maximal rate is only needed to determine whether enough bandwidth is available for the investigated array signal access. Whenever the RAM is not accessed (and is idle), it should be in power-down mode. Modern memories support this low-power mode (see e.g. [35]).

We can now reduce both $F_{real}$ and the effective $C_{load}$ by the way we use the storage and interconnect devices. The goal should be to arrive at a memory and transfer organisation with the following characteristics:

1. Reduce the redundancy in data transfers.
2. Introduce more locality in the accesses so that more data can be retained in registers local to the data-paths.
3. Use a hierarchical memory organisation where the smaller memories (with reduced $C_{load}$) are accessed the most and the larger ones are accessed the least.
4. Avoid the use of N-port memories if 1-port alternatives with a reasonable cost can be used instead, because more area but also more interconnect (and hence energy-delay) is required for these multi-port components.

Also the paper by N.Wehn and S.Hein in this special paper session for motivates several of these issues.
The main steps involve (see also figure 9):

1. Reducing the required data bit-widths for storage by applying optimizing algorithmic transformations. These can change the actual algorithm choice, e.g. in digital filters or in the choice DFT versus FFT. Much can be done also in the step from floating-point data types to fixed-point types (see e.g. [8]).

2. Reducing transfer redundancy by data-flow transformations which do not modify the global input-output functionality [8].

3. Increasing the locality by global loop transformations [12, 18].

4. Exploit memory hierarchy better by an optimized decision on reuse of multi-dimensional array data [14].

5. Balanced distribution of the globally available cycle budget over the loop nests such that the maximally required band-width is reduced [36]. This ensures that fewer multi-port memories are required and also fewer memories overall.

6. Allocate a more distributed memory organisation [19] and assign the array signals cost-effectively to the different memories at each hierarchical level [36].

7. Exploit the restricted life-times of parts of the array signals to overlap them in the address space (in-place mapping) [13]. This enables a better exploitation of the caches and reduces the overall size of the required memories (and hence $C_{\text{ddil}}$). Also the offsets of data in caches can be affected at this level to reduce the number of stalls [28].

Using this methodology, surprising results can be obtained. We have demonstrated a factor 9 reduction in maximal power for the worst-case mode of a H.263 video conferencing decoder [24] by exploiting only steps 2-4. In addition, three orders of magnitude of maximal power reduction in the storage architecture have been obtained for mapping a quad-tree structured DPCM video codec on a set of parallel processors (see [11] for partial results) based on a script with steps 2-7 above combined with a better parallelisation strategy. This reorganisation has a positive impact on all cost parameters. The only real penalty is the increased design complexity which heavily impacts the design time without appropriate tool support. It should be stressed however that the work has only started and that much more research is required in this area to arrive at usable results which can be applied in different application domains. This is a real opportunity for interesting academic research with relevant industrial impact potential.
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