Abstract

This paper presents a technology mapping approach for the standard cell technology, which takes into account both gate area and routing area so as to minimize the total chip area after layout. The routing area is estimated using two parameters available at the mapping stage; one is the fanout count of a gate, and the other is the “overlap of fanin level intervals”. To estimate the routing area in terms of accurate fanout counts, an algorithm is proposed which solves the problem of dynamic fanout changes in the mapping process. This also enables us to calculate the gate area more accurately. Experimental results show that this approach provides an average reduction of 15% in the final chip area after placement and routing.

1 Introduction

In the hierarchical design of digital systems, the interconnect information is only available at the low level of the design process. While the lower level design has more detailed interconnect information, it is limited in changing the netlist of a circuit. As VLSI fabrication technologies are entering Gigahertz frequencies and device dimensions are shrinking to the deep submicron region, the interconnect area and interconnect delay are more and more dominating the whole chip area and the circuit delay. Therefore, it is crucial to take into account the interconnect information at higher levels of the design process, such as technology mapping, where there exists more freedom to restructure the circuit [1].

Because of lacking the accurate geometrical information of gates and nets, the interconnect information can only be estimated at higher levels of the design process. For this reason, many previous technology mapping tools concentrate on minimizing the gate area as an approximation to area optimization. Recently it has been realized that a solution to the challenge posed by the new IC technologies is to improve the interaction between logic synthesis and layout tools. Addressing interconnect issues at the technology mapping stage has become a necessity because structural and functional flexibilities available in technology mapping can indeed be exploited to greatly impact the routing cost of the circuit. For area optimization as considered in this paper, it requires to shift the focus of technology mapping tools from traditional “gate area optimization” to “chip area optimization”.

The main contribution of this paper is to consider both gate area and routing area so that the mapped circuits have smaller chip areas after layout. The routing area is estimated using the parameters extracted from the network structure; one is the fanout count and the other is the overlap of fanin level intervals. The fanout count is an important factor affecting the mapped circuits because it is related to not only the estimation of routing area but also the calculation of gate areas in the tree based mapping approaches. Traditional mapping algorithms take the fanout count in the original subject graph and use it as a constant. However, the fanout count is changing dynamically in the mapping process. Therefore, we propose an algorithm to predict and update the fanout changes so as to calculate the gate area and also to estimate the routing area more accurately.

The rest of the paper is organized as follows. Section 2 briefly reviews the previous achievements. Section 3 describes our approach. Section 4 presents the experimental results to evaluate the proposed approach. Finally, conclusions are made in Section 5.

2 Background

There have been several research achievements considering the routing cost during logic synthesis. Pedram and Bhat [2] proposed a layout driven synthesis approach which produces a logic synthesis solution and a “companion” placement solution simultaneously. The technique used here is to extract common divisors considering the normal cost function of literal savings and a cost function of estimated interconnect lengths. To compute the cost function of interconnect lengths, the sub-circuits related to each node function are placed before extraction. During extraction, the wire length needed to connect the extracted divisor (new node) and its fanout nodes in the
network before and after extraction are calculated. More recently, Vaishnav and Pedram [3, 4] proposed approaches that consider the routing cost during logic extraction. Two simple routing cost functions were proposed in [3]; one was based on the minimization of fanout range and the other was based on the minimization of fanout range overlap. Another routing cost function that characterizes relative net lengths based on their pin-count was proposed in [4], in which the relative net length of a net with \( n \) pins is estimated to be \( \frac{\sqrt{n+1} - 1}{n+1} \). These routing estimations together with the literal saving cost function were used for finding “good” divisors.

While all above approaches are in the area of multi-level logic optimization, Pedram and Bhat [5] also proposed a technology mapping tool called Lily, which estimates the interconnect dependent contributions to circuit area by referring to a dynamically updated global placement of the Boolean network. Like in [2], technology mapping was incorporated with the global placement so that the information of placement can be used to estimate the routing cost. The routing cost is calculated according to the wire length extracted from the placement information.

In this paper, we propose an approach that performs technology mapping for minimizing both gate area and routing area. Unlike Lily [5] which incorporates technology mapping with placement, we minimize the chip area using the following new techniques.

3 Mapping Techniques

Technology mapping can be formulated as a DAG (Directed Acyclic Graph) covering problem [6]. The Boolean network to be mapped is represented as a DAG, called the subject graph, using a set of chosen base functions (e.g., NAND gate and inverter). Similarly, gates in the library are represented as DAGs, called the pattern graphs, using the same base functions. Technology mapping is then the problem of finding an optimal cost covering of nodes in the subject graph using available patterns. There have been quite a lot of research achievements in this area [7, 6, 8, 2, 5, 9], from which it is found that the tree covering approach proposed by Keutzer [6] is an acceptable approximation to the general graph covering approaches for cost functions involving area, delay, and combinations thereof [8]. In the tree covering approach, the subject graph is partitioned into a forest of trees by breaking it up at each multiple-fanout point. Its main problem is that it does not allow any match across multiple-fanout points, and thus no tree overlap is allowed. In [10, 8], an alternative approach was used, in which the library is allowed to have non-tree patterns and the subject graph is a general DAG. Starting from the primary inputs, subject DAG nodes are traversed in a depth-first manner. All patterns that match at a node are enumerated, and the minimum cost match is stored for the node. This approach works well for most circuits [8], and so it is used in this paper.

**Definition 1**: A match at node \( n \) is a part of the subject graph rooted at node \( n \) and covered by one of the pattern graphs.

Most of the previous mapping algorithms for area optimization are focused on minimizing the gate area. So in the cost function which directs the selection of best matches, only gate area is involved. Improvements are to be expected if both gate area and routing area are considered in technology mapping. Therefore, we use two cost functions to represent the cost of a match \( m \); one is the gate area cost and the other is the estimated routing area cost.

Let \( SGA(m) \) be the summation of gate area (or gate cost) at match \( m \), and \( SRA(m) \) be the summation of estimated routing area (or routing cost) at match \( m \). For the strictly tree-based mapping approach, they can be calculated as follows:

\[
SGA(m) = \text{gate}(m) + \sum_{m_i \in F_{in}(m)} SGA(m_i) \quad (1)
\]

\[
SRA(m) = \text{routing}(m) + \sum_{m_i \in F_{in}(m)} SRA(m_i) \quad (2)
\]

Here, \( \text{gate}(m) \) refers to the area of the physical gate corresponding to match \( m \), \( \text{routing}(m) \) represents the estimated routing area of match \( m \), and \( F_{in}(m) \) represents the set of inputs to match \( m \). The calculation of gate cost \( SGA(m) \) is simple, and similar to that in [7]. The estimation of routing cost \( SRA(m) \) will be discussed later.

In our approach, non-tree patterns are allowed. So the propagation of costs from the multiple-fanout points should be considered carefully. As shown in Figure 1, suppose the gate cost of the best match \( m_n \) at node \( n \) is \( SGA(m_n) \). \( SGA(m_n) \) will be propagated to each of \( n \)’s fanouts when they are being mapped. Let \( SGA(m_{n_i}) \) be the gate cost at \( n_i \) and \( gate(m_{n_i}) \) be the area of the gate of match \( m_{n_i} \), \( i \in \{1, 2, \cdots, j\} \). The heuristic to calculate \( SGA(m_{n_i}) \) is

\[
SGA(m_{n_i}) = gate(m_{n_i}) + \frac{1}{j} \times SGA(m_n) + S_i \quad (3)
\]

![Figure 1: Effect of multiple-fanout points.](image-url)
where $S_i$ is the summation of the gate areas propagated from other inputs of gate $n_i$. This heuristic is known to give good results in most cases [8]. So we will use this heuristic to calculate $SGA(m_n)$ and also $SRA(m_n)$. Apparently, the fanout count $j$ will affect the cost of the match, and thus the choice of the best match at $n_t$. In the previous mapping algorithms for area optimization, the fanout count in the subject graph is taken and used as a constant when calculating the propagation of gate areas. However, the fanout count is most likely changing in the mapping process.

In the following, the estimation of the routing cost will be discussed first. Then the dynamic change of fanout counts is investigated, and the techniques to deal with this are proposed.

### 3.1 Estimation of routing cost

Many parameters contribute to the routing cost. In [11], 20 parameters were used to find their influence to the net length based on a large set of benchmark examples. It is shown that the fanout count is the most important factor affecting the net length. This is reasonable because a multipin net usually spans a longer distance than a 2-pin net and it also complicates the subsequent layout process. Therefore, the fanout count is used as a factor in our routing cost function.

It is shown in [3] that minimizing the fanout ranges of extracted divisors (nodes) in multi-level logic optimization will help to distribute nets uniformly on the chip, which reduces the routing congestion, and so the routing cost. In technology mapping, the fanout range of a node is unknown when this node is being mapped. However, the uniform distribution of nets can also be achieved if it is possible to bring all fanin nodes of a node close to each other according to the geometrical or topological distance. While the geometrical distance is unknown at this stage, a topological distance is used here, which is based on a concept called the overlap of fanin level intervals. The level of a node is known as the number of nodes along the longest path from primary inputs to this node.

**Definition 2**: Assume $m$ is one of the matches found at the node being mapped, and $F_{m}(m)$ is the set of fanin nodes to match $m$. For each node $n \in F_{m}(m)$, the level of $n$, denoted as $LEV(n)$, is known in the mapped network. Let $MAX_{LEV}$ be the maximum level of nodes in $F_{m}(m)$. Then the overlap of fanin level intervals for $m$, denoted as $OVL(m)$, is defined as $OVL(m) = \sum_{n \in F_{m}(m)} (MAX_{LEV} - LEV(n))$.

Figure 2 shows a simple example how to calculate $OVL(m)$. Let the inputs to a match $m$ be $a, b, c$, and $d$. Fanin nodes $a$ and $b$ are primary inputs whose level is 0, and fanin nodes $c$ and $d$ are intermediate nodes whose levels are 7 and 4, respectively. Then the overlap of fanin level intervals for match $m$ is $7 + 7 + 3 = 17$.

**Definition 3**: Assume $m$ is one of the matches at node $n$, the routing area caused by this match $m$ is estimated to be $rout(m) = F_c(n) \times F_{cost} + OVL(m) \times OVL_{cost}$, where $F_c(n)$ is the fanout count of node $n$, $OVL(m)$ is the overlap of fanin level intervals for match $m$ at $n$, $F_{cost}$ is the weight of fanout cost, and $OVL_{cost}$ the weight of overlap cost. $F_{cost}$ and $OVL_{cost}$ are related to the implementation technology and the circuit size, which will be given in Section 4.

With the above definition, we are able to determine the routing cost of a match $m$, $SRA(m)$. In the mapping process, both the gate cost $SGA(m)$ and the routing cost $SRA(m)$ are calculated for each match $m$ according to equations (1)–(3). Assume $bm_n$ is the current best match of node $n$ found so far, and its costs are $SGA(bm_n)$ and $SRA(bm_n)$. If, for a new match $m$, either of the two conditions

1. $SGA(m) \leq SGA(bm_n) / \alpha$ and $SRA(m) < \beta SRA(bm_n)$
2. $SGA(m) < \alpha SGA(bm_n)$

is satisfied, match $m$ is considered to be better than $bm_n$, and will replace $bm_n$ to become the new best match for node $n$. Here, $\alpha (0 < \alpha \leq 1)$ and $\beta (0 < \beta \leq 1)$ are two parameters used to tradeoff the gate cost and the routing cost, and they will be discussed and given in the experimental section.

### 3.2 Fanout changes

The fanout count is used as a key factor in our routing cost estimation. However, the fanout count is changing in the mapping process. Suppose that a match at node $n$ of Figure 3 is a gate $blf00101$ with inputs $a$, $b$, and $c$. While the original fanout count of node $b$ in the subject graph is 3, it becomes 2 if this gate is selected as the best match at node $n$.

The fanout count which really affects the chip area is the one in the mapped circuit rather than that in the subject graph. An ideal solution is to use the fanout count in the mapped circuit to calculate the propagation of gate areas and routing areas as well as to estimate the routing area. The problem is that this count is not available until the mapping process terminates. In the following, we
propose an algorithm to solve this problem.

3.2.1 Logic cone based mapping routine

To deal with the fanout changes, we first apply a mapping strategy that the mapping proceeds one logic cone followed by another. To do so, we partition the subject graph into a set of logic cones, each of which corresponds to one primary output. As shown in Figure 3, there are two logic cones; one corresponds to \( OUT_i \) and the other to \( OUT_j \). We map one logic cone first, traversing from its transitive primary inputs to the primary output. All the changes of the fanout count are calculated and updated. Then we select another logic cone and map it in a similar way. The updated fanout count of each node is used in calculating the gate cost and estimating the routing cost, and it may be further updated when mapping the current logic cone.

As an example, assume the logic cone associated with the primary output \( OUT_j \) in Figure 3 is being mapped now. Let the best match at node \( n \) be gate blf00101. While the fanout count of node \( b \) in the subject graph is 3, its actual value is 2 if this gate is selected. So this fanout count is updated and will be used when mapping other logic cones.

By mapping one logic cone at a time, the more accurate fanout count can be used. However, the fanout count updated in this way is still not exactly the same as the one in the mapped graph. This can be illustrated in Figure 3 as well. Assume the logic cone associated with \( OUT_j \) has been mapped, and the logic cone related to \( OUT_i \) is being mapped now. Let the best match at node \( k \) be an XOR gate with inputs \( d \) and \( a \). In this case, the fanout count of node \( a \) is reduced from 4 to 3. Recall that the fanout count of \( a \) was considered to be 4 when the logic cone related to \( OUT_j \) was being mapped. This implies that the area cost calculated in the previous logic cone is not correct anymore. So we propose another technique to further consider the fanout changes.

3.2.2 Prediction of fanout changes

Although the exact fanout count can be obtained only after the whole mapping process terminates, there are some features we can use to predict fanout changes. We restrict our concerns to the multiple-fanout nodes because only these nodes will affect the propagation of gate area and routing area. It is easy to note from Figure 3 that the fanout count of a multiple-fanout node may decrease if there are reconvergent paths from the multiple-fanout node to the node being mapped.

**Definition 4**: A pair of reconvergent paths associated with node \( n \) is defined as two paths which start from \( n \) and converge to another node. Figure 4 shows an example of reconvergent paths. It can be seen that paths \( A - D - E \) and \( A - C - E \) are a pair of reconvergent paths. Similarly, paths \( B - D - E \) and \( B - C - E \) are a pair of reconvergent paths, and paths \( A - C - E - F \) and \( A - F \) are another pair of reconvergent paths. By determining the number of reconvergent paths, we predict the potential changes of fanouts during the mapping process. Recall that our mapping approach is not a real DAG-based covering approach, but allows non-tree patterns in the pattern graphs. Therefore, to reduce the search space, we only consider those reconvergent paths within a tree. Under this assumption, the reconvergent paths such as \( A - C - E - F \) and \( A - F \) are not considered to contribute to the fanout decrease of \( A \) because the path \( A - C - E - F \) passes through another multiple-fanout node \( E \). Another condition is that the maximum number of pairs of reconvergent paths at a multiple-fanout node should be less than its fanout count. This is because there is no match across the multiple-fanout node in our mapping process. So in our approach, a simple
searching for each multiple-fanout node of the subject graph. Starting from one multiple-fanout node, the number of pairs of reconvergent paths within a tree is determined. If this number is \( N \), we predict that the fanout count of node \( n \) is \( F_c(n) = N \), where \( F_c(n) \) represents the original fanout count of node \( n \) in the subject graph. For the subject graph shown in Figure 4, it is easy to determine that \( N \) is equal to 1 for nodes \( A \) and \( B \). So the predicted fanout count of nodes \( A \) and \( B \) is 2 and 1, respectively. This predicted fanout count will be used to estimate the routing cost and to calculate the propagation of gate areas and routing areas. If the predicted fanout count differs from the actual value during the logic cone based mapping process, the fanout count of related nodes will be modified.

4 Experimental Results

The proposed approach has been implemented under the SIS [10] environment. The inputs to the mapper are the circuits optimized using the SIS optimization script script.rugged. These optimized circuits are then fed into the SIS mapping algorithm and the proposed algorithm. The library used for the experiments is stdcell2.genlib, for which we have the physical descriptions for placement and routing. The proposed mapping approach is called MIGO (Mapping for both Interconnect and Gate Optimization). Both SIS and MIGO used the same decomposition algorithms and base functions (NAND gate and inverter) to construct subject and pattern graphs. Two sets of mapped results were fed into the same layout tool to get the final chip area for comparison. GORDIAN [12] was used for placement. TimberWolf [13] for routing.

For the SIS mapping, we use the recommended command for area optimization (map -m 0.0). For the MIGO mapping, the tradeoff parameters should be determined during the experiments. In our experiments, the default values of \( \alpha \) and \( \beta \) were set to be 0.95 and 0.7 respectively, which means that about 5% gate cost increase is allowed when selecting a current match to be the best match as long as the routing cost of this match is over 30% less than the original one. Both \( \alpha \) and \( \beta \) are dependent on the implementation technologies and the sizes of circuits. In our experiments, the implementation technology was not changed. The influence of different circuit sizes was adapted to the estimation of routing cost. So we used the default values in the whole set of experiments. For the parameters related to the routing cost, we determine them based on the experiments, and set \( \{F_{\text{cost}},OVL_{\text{cost}}\} = \{7,0.5\} \) for the big circuits (des. C5315, and C6288) and set \( \{F_{\text{cost}},OVL_{\text{cost}}\} = \{2,0.3\} \) for other circuits.

The experimental results are shown in Table 1. The columns labeled with \( g_{\text{area}}, \text{delay} \), and \( c_{\text{area}} \) represent the total gate areas, the circuit delay, and the final chip area. The total gate areas were obtained after technology mapping, the delay was calculated using the Elmore delay formula based on the star model after placement, and the chip area was provided by the router. As shown in column 10 of Table 1, the circuits produced by MIGO require 15% smaller chip area, on average, when compared with those produced by SIS. Moreover, the delay of MIGO results was not deteriorated when achieving area reduction. While 3% delay reduction (column 9) was mainly caused by the example des, it should be noted that, on average, the delay of circuits mapped by MIGO is still less than that of circuits mapped by SIS even without considering des.

A careful investigation of Table 1 shows that less gate area does not always lead to less chip area (e.g., C5315 and Z9sym). This justifies our claim that technology mapping considering only the gate area is not sufficient for achieving the minimal chip area. Column 8 also shows that MIGO provided mapped circuits with less gate area (6% less). This was mainly achieved by the fanout prediction. The fanout prediction enables us to calculate the propagation of gate areas and routing areas more accurately, thus directing the correct selection of the best match. Comparing column 8 with column 10 shows that the chip areas were reduced more than the gate areas. This implies that the routing cost is an important factor affecting the chip area and that MIGO provides mapped circuits which require less routing cost.

It is difficult to present a fair comparison between MIGO and other contributions that also consider the routing cost in logic synthesis because most of them are in the area of multi-level logic optimization [3, 4, 2] except the tool Lily [5] which combines technology mapping and placement. However, we cannot compare MIGO with Lily directly because it was not reported what kind of optimized circuits Lily used. Nevertheless, if only the results after layout are concerned, we feel confident to say that MIGO provides better results than Lily (Lily requires average 5% smaller chip area when compared with MIS [14], the former version of SIS, on the basis of 15 examples using the same placement and routing tools as we used.) and also other approaches in [3, 4, 2]. This is mainly because MIGO considers the fanout changes in the mapping process so that the estimation of routing cost and also the calculation of gate cost become more accurate.

5 Conclusions and Future Work

An approach for minimizing chip area in technology mapping was presented in this paper. Two methods were proposed; one is to consider the routing cost and the other is to predict the fanout changes. By considering the routing cost, the mapped results can become a better starting point for layout. The routing cost function is estimated according to the fanout count and the overlap of fanin level intervals. By predicting the fanout changes, the calculation of gate
areas and the estimation of routing cost become more accurate, thus directing the mapping to achieve better results.

We are now enhancing MIGO to involve delay optimization. As the circuit delay is path-oriented, new routing cost functions and mapping strategies are being studied.
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