Abstract

Hardware/Software designs of embedded systems are characterized by stringent performance constraints. Pipelined implementation of a design is an effective way for maximizing the performance of a design. In this paper we present a novel retiming heuristic to obtain pipelined schedules for hardware-software codesigns. The heuristic aims at maximizing the throughput of a loop oriented resource constrained codesign while minimizing its shared memory usage. The effectiveness of the proposed technique is demonstrated by experimentation.

1 Introduction

Hardware/Software codesign process transforms a system specification into interacting hardware (HW) and software (SW) components (or tasks) which exhibit the desired behavior and satisfy the given performance constraints. A typical codesign architecture consists of a single general purpose software processor, a single application specific integrated circuit (ASIC) and a shared memory (see Figure 1), all connected through the system bus. Communication from SW to HW or HW to SW takes place through the shared memory. Communication between two tasks bound to SW takes place through the software memory of SW processor. The codesign partitioner binds the nodes of the graph to the SW processor or the ASIC and calls the performance evaluator. The evaluator schedules the graph on the codesign architecture and gives the partitioner feedback in terms of throughput, area and shared memory requirement estimates. The scheduler should try to maximize the throughput of the codesign while keeping the shared memory resources at a minimum. An effective way of maximizing the throughput of a loop oriented resource constrained design is to generate a pipelined implementation. The drawback of a pipelined implementation is that it results in an increase in shared memory requirements since a number of iterations are overlapped in the steady state of the pipeline.

Consider the task graph example shown in Figure 2. The binding and run times of the tasks are shown beside each task. Each of the data dependencies represent ten data items. Let us assume that the graph is executed a number of times in a loop. A simple non-pipelined implementation of the design is shown in the figure. The numbers in the boxes, (T,I) represent the instance of a task “T” for a particular iteration “I” of the loop. The time taken by one iteration of the loop is 325 t-units. We assume that the memory required by a task during execution is the sum of the memory occupied by its read set and write set. The memory requirement of the implementation is the maximum memory used by one iteration of the loop (shown by the dotted line).

Figure 2: Non-Pipelined and Pipelined Designs

2 Previous Work

The term “Retiming” was introduced by Leiserson and Saxe [6] when they used it to solve the problem of optimizing the throughput of synchronous circuitry. Since then retiming transformation has been used extensively in logic synthesis [7], high level synthesis [10], HW-SW codesign [11] and DSP applications [4]. Pipelining is considered a generalization of the retiming problem in which circuit latency is allowed to increase by allowing a change in the production and consumption times of output and input signals respectively [3]. A similar problem is “Software Pipelining” introduced by M. Lam [5]. A survey and comparison of software pipelining techniques.
is given in [9], [2] establishes a link between circuit retiming and software pipelining.

Bakshi and Gajski in [1] describe a system level design space exploration approach for pipelined implementation of HW-SW cosdesigns. They have used a version of a well known list scheduling algorithm to obtain pipelined schedules. The work that comes closest to the paper is that of Sánchez presented in [10]. In that work, Sánchez has used a retiming heuristic in a high level synthesis tool that aims at obtaining pipelined designs with optimum throughput. The retiming heuristic retimes the head or tail dependency of the maximum positive path in a graph. In this paper we present a new retiming heuristic which optimizes both throughput and memory requirements of pipelined cosdesign applications. Our heuristic does retiming in two steps. In the first step it selects a dependency to be retimed which gives the maximum freedom to the scheduler. In the second step it selects other dependencies (in addition to the first one) which on retiming result in an equivalent graph with the least increase in shared memory requirements. Experimental results show that our retiming strategy produces designs which use significantly lesser memory and operate at the optimum throughput rate.

3 System Description

The application is described as a data dependency graph (DDG) \( G = (V, E) \), where \( V \) is the set of tasks and the edge set \( E \) represents the data dependence between any two tasks [10]. We assume that the DDG is a number of times inside a loop. Associated with each task \( v \in V \) are four quantities: \( v_{\text{min}} \), the execution time of the task \( v \) on the general purpose SW processor, \( v_{\text{swtime}} \), the execution of the task \( v \) in HW, \( \text{bind} \), the binding (to HW or SW) of the task which is set by the codesign partitioner and \( v_\ell \), the iteration index of the task. \( v_{\text{swtime}} \) can be obtained by software profiling while \( v_{\text{hw}} \) of a task is obtained by HW performance estimation [12]. The steady state of a pipeline consists of tasks belonging to different iterations of the original loop. The iteration index \( v_\ell \) of a task \( v \) implies that at the \( i \)th iteration of the steady state, instance of task \( v \) belonging to the \((i+v_\ell)\)th iteration of the original loop is executed. For example in Figure 2 at iteration 1 of the steady state instance of task 1 belonging to the second iteration of the original loop is executed. Hence \( v_\ell = 1 \). Since initially all tasks belong to the same iteration of the loop, \( v_\ell \) for all \( v \in V \) is zero. Each edge \( e \in E \) has two quantities associated with it: \( e_{\text{ar}} \), the number of variables transferred across a dependence and \( e_\ell \) the dependence weight or dependence distance. The dependence distance of an edge \( e = (u, v) \), \( e_\ell \) implies that the data produced by a task \( u \) in an iteration \( i \) of the steady state is consumed by task \( v \) at the \((i + e_\ell)\) iteration of the steady state. For example in Figure 2 data produced by task 1 in one iteration of the steady state is consumed by task 4 in the following iteration of the steady state. Hence \( e_\ell = 1 \).

4 Pipelined Schedule

Theoretical Lower Bound on Initiation Interval (MII): Given a DDG there exists a theoretical lower bound on the initiation interval of a pipelined schedule of the graph called the minimum initiation interval (MII) [10]. For a particular pipeline implementation the initiation interval, \( I \), is the time required for one iteration of the steady state. The MII is limited by two factors. Firstly the number of resources (HW or SW) limit MII. This is called the resource constrained MII, \( \text{RecMII} \). The RecMII is the maximum of \( \text{ResMII}_{SW} \) due to the SW resource and \( \text{ResMII}_{HW} \) due to the HW resource. The execution time of a task \( u \), \( u_{\text{exec}} \), is the total execution time of the task. It is the sum of the task's read time, run time on the particular resource that its been bound to and write time. The read (write) time of a task is the product of the number of variables read (written) by the task and the memory read (write) time. \( \text{RecMII} \) for the DDG is then the maximum of \( \text{ResMII}_{SW} \) and \( \text{ResMII}_{HW} \). Secondly recurrences or cycles in a task graph also limit MII. This is called the recurrence constrained MII, \( \text{RecMII} \). The RecMII, for a recurrence \( r \), is given by the ratio of the sum of the latencies of the tasks in the recurrence to the sum of the weights \( (e_\ell) \) of all the dependencies in a recurrence [10]. A graph may have more than one cycle, and \( \text{RecMII} \) is then the maximum of the \( \text{RecMII} \) due to each one of them. The MII is then the maximum of \( \text{ResMII} \) and \( \text{RecMII} \) (\( \text{MII} = \max(\text{ResMII}, \text{RecMII}) \)).

Pipelined Schedule: The pipelined schedule with an initiation interval \( I \) is an assignment of start times to tasks, \( S(v) \), such that for all tasks \( v \) in the graph \( 0 \leq S(v) < I \) [10]. For a dependency \( e = (u, v) \), the schedule time of \( u \) and \( v \) must honor the data dependence, that is \( S(v) + e_\ell \times I \geq S(u) + u_{\text{exec}} \). A schedule exists if and only if \( S(v) + e_{\text{swtime}} = S(u) + u_{\text{exec}} - e_\ell \times I \). 

Schedule constraining dependencies: A dependency \( e = (u, v) \) with \( e_\ell = 0 \) implies that the data produced by the predecessor task \( u \) is consumed by the successor task \( v \) in the same iteration of the steady state and hence it constrains the schedule. Such a dependency is called a intra loop dependency (ILD). We assume that all the tasks belonging to the same iteration of the steady state are executed before any task belonging to the next iteration. Also the HW and SW resources are themselves non-pipelined with respect to task execution. Then a dependency \( e = (u, v) \) with \( e_\ell > 0 \) does not constrain the pipelined schedule since for all values of \( S(v) \) and \( S(u) \) the data dependence is satisfied. Such a dependency...
is called a loop carried dependency (LCD). Basically a LCD represents a data dependence between tasks belonging to different iterations of the steady state. Hence the set of schedule constraining dependencies, $E^s$ is given by $E^s = \{(u, v) \in E | e_s = 0\}$.

A path $p = \{e_1, \ldots, e_n\}$ in the DDG is called a constraining path. If $e \in p$, $e$ is a schedule constraining dependency. The length of $p$ is given by, $\text{Length}(p) = (\omega_{\text{exec}} + \sum_{(u,v) \in p} \omega_{\text{exec}})$ where $\omega_{\text{exec}}$ is the execution time of the tail task of $p$. A critical path $CP$ in the DDG is a constraining path $p$, such that for any other constraining path $p' \subseteq E$, $\text{Length}(p) \geq \text{Length}(p')$. The length of the critical path is called the critical path time, $\text{CPT}$ of the DDG. For a feasible pipelined schedule of the DDG with initiation interval $II$, $\text{CPT} \leq II$. Hence during retiming we should try to reduce the number of schedule constraining dependencies which belong to a longer constraining path.

Calculation of memory requirement: LCDs represent data dependencies between tasks belonging to different iterations of the steady state. Hence before an iteration of the steady state can begin there is already some memory occupied by the LCD data which is given by $\text{Mem}_{LCD} = \sum_{e \in LCD} e_s \times \text{Size}$. The memory required during one iteration of the steady state is the maximum amount of memory occupied by the data items during execution, $\text{Mem}_{\text{exec}}$. This memory is both due to ILDs and LCDs. The memory requirement of a pipelined design, $\text{Mem}_{\text{req}}$ is then given by $\text{Mem}_{\text{req}} = \max(\text{Mem}_{LCD}, \text{Mem}_{\text{exec}})$. As we see by the above discussion $\text{Mem}_{LCD}$ is a lower bound on the memory requirement of a pipelined schedule. During retiming we convert a schedule constraining dependency (ILD) in to a LCD leading to an increase in shared memory requirement. Therefore during retiming we should try to reduce the increase in $\text{Mem}_{LCD}$.

Each task in the DDG is bound to a unique resource. Hence we should be able to schedule the DDG in MII time when the binding is known (and $\text{Rec}MII < \text{Res}MII$). The general case where binding is unknown increases the complexity of the scheduler. However, the retiming heuristic should work equally well in the general case.

5 RECOD: Retiming Heuristic

We do retiming when we are unable to schedule a DDG in the given initiation interval, $II$. Retiming transformation converts an ILD into a LCD which does not constrain the scheduler. It produces an equivalent DDG with tasks belonging to different iterations, thereby pipelining the DDG. Two graphs, $DDG = (V, E)$ and $DDG' = (V', E')$ (obtained after retiming) are equivalent if, $\forall (u, v) \in E, E'$, the following equation holds, $v_3 - v_3 + e_s = v'_3 - u'_3 + e'_3$.

The drawback of retiming is that it increases the memory requirement of the schedule. We can minimize this increase by using good heuristics to select the dependency to be retimed. But this is not enough. In order to produce an equivalent $DDG'$ other dependencies might need to be retimed. The increase in shared memory requirement due to these dependencies should also be minimized. Hence RECOD does retiming in two steps. In the first step it heuristically selects a dependency to be retimed. In a DDG there might exist a number of sets of dependencies which could be retimed to obtain an equivalent $DDG$. In step 2 we select the set of dependencies which on retiming result in the least increase in shared memory requirement.

RECOD Step 1: Heuristic To Select A Dependency For Retiming Transformation: The priority of a dependency to be retimed depends on its following four properties in decreasing order:

1. $\text{Dependency is an ILD}$: The primary objective of RECOD is to reduce scheduling constraints in the DDG; and give the scheduler greater freedom in scheduling tasks on the resources. Since only ILDs constrain the scheduler the dependency to be retimed should be an ILD.

2. $\text{Dependency between tasks bound to heterogeneous resources}$: The main objective of the retiming heuristic is to reduce scheduling constraints in the graph. Increasing the distance of a dependency between tasks mapped to the same resource does not necessarily help the scheduler. Basically the two tasks have to be scheduled on the same resource and will be scheduled one after the other. On the other hand retiming a dependency between tasks mapped to different resources definitely gives more freedom to the scheduler.

3. $\text{Dependency whose predecessor task belongs to a longer constraining path}$: As discussed in the previous section the constraining paths limit the $II$ of a pipeline schedule. Retiming a dependency whose predecessor task belongs to a longer constraining path helps in obtaining a pipelined schedule with smaller $II$.

4. $\text{Dependency representing the least number of variables transferred}$: A secondary objective of retiming transformation is to minimize the increase in memory requirement of the DDG. Increasing the distance of a dependency with more variables definitely results in a larger increase in memory requirement. Hence we select a dependency representing fewer variables being transferred.

We use property 1 to select dependencies to be retimed.
Algorithm: RECOD. Retimes the DDG
Input: DDG
Output: Retimed DDG with less number of PSDs

begin
DDG_{no_scc} = remove_set(DDG)
edget, u, v, = heuristic_select(DDG_{no_scc})
if (edget, u, v, = 0) then return(DDG_failure)
\nV_c = \{\text{connected component to which u belongs}\}
S = \{v \in V_c\text{there is a path from u to v}\}
P = \{v \in V_c\text{there is a path from v to u}\} \cup \{u\}
R = \{\text{cutset}\}
\n\text{for each } u \in V_c\text{ do}
    if (u \in P) then u_1 = u_1 + 1
\n\text{endfor}
\n\text{for each } e = (u, v) \in E_e\text{ do}
    if (u \in P AND v \notin P) then \epsilon_e(u, v) = \epsilon_e(u, v) + 1
\n\text{endfor}
\n\text{return}(DDG_success)
\nend

Figure 5: RECOD: Algorithm

and use properties 2, 3 and 4 (in that order) to break ties.

RECOD Step 2: Partitioning To Minimize Increase In Shared Memory Requirement. In step 2 we select the set of dependencies which give us the least increase in memory requirement. Given a dependence \( e = (u, v) \) (selected in step 1) to be retimed we define the following four sets with respect to \( u \):

\[ V_c = \{\text{connected component to which u belongs}\} \]
\[ P = \{v \in V_c\text{there is a path from v to u}\} \cup \{u\} \]
\[ S = \{v \in V_c\text{there is a path from u to v}\} \]
\[ R = \{\text{cutset}\} \]

Figure 4 gives an illustration of the four sets. We can retime the dependency \( e = (u, v) \) by the following three equations.

\[ u_3 = u_3 + 1 \]
\[ \epsilon_e(u, x) = \epsilon_e(u, x) + 1, \forall x \in \mathcal{V} \text{ such that } (u, x) \in \mathcal{E} \]
\[ \epsilon_e(x, u) = \epsilon_e(x, u) - 1, \forall x \in \mathcal{V} \text{ such that } (x, u) \in \mathcal{E} \]

Application of the three equations would result in an equivalent DDG. However the third equation decreases the distance of some dependecies. Decreasing the \( \epsilon_e \) of a dependence is likely to change it in to a LCD. This can be avoided by increasing the \( u_3 \) of all tasks \( u \) which are in \( P \), that is \( \forall \in \mathcal{P}, u_3 = u_3 + 1 \). Now to obtain an equivalent DDG we need to increase the \( \epsilon_e \) of all dependencies \( e \) whose predecessor task is in the set \( P \), but sucessor isn't, that is \( \forall (u, v) \in \mathcal{E}, u \in \mathcal{P}, v \notin \mathcal{P}, \epsilon_e(u, v) = \epsilon_e(u, v) + 1 \). This is the cutset \( c_1 \) in Figure 4. Another way to retime without decreasing the \( \epsilon_e \) of any dependence is as follows, \( \forall u \in \{\mathcal{P} \cup \mathcal{R}\}, u_3 = u_3 + 1 \) and \( \forall (u, v) \in \mathcal{E}, u \notin \mathcal{S}, v \in \mathcal{S}, \epsilon_e(u, v) = \epsilon_e(u, v) + 1 \). This is the cutset \( c_2 \) in Figure 4. However it is possible that neither cutset \( c_1 \) nor \( c_2 \) result in a minimum increase in memory. We could obtain another cutset \( c_3 \) (see Figure 4) by partitioning the set \( \mathcal{R} \) into \( \mathcal{P} \) and \( \mathcal{S} \), so that the memory increase is minimized. We use a simulated annealing based partitioner. The cost function being minimized is defined as follows. For a cut \( e_i = \{e_1, e_2, \ldots, e_n\} \), the cutsize cost is given by:

\[ \text{Cost} = \sum_{j=1}^{n} \text{var}(e_j), \text{ where } \text{var}(e_j) \text{ is the number of } \]

6 Experimental Results

To demonstrate the effectiveness of the retiming heuristic in HW/SW codesign, we consider the design of a JPEG [8] like compressor algorithm (see Figure 6). It consists of four tasks, Forward Discrete Cosine Transform (FDCT), Quantization, Zig-Zag and RLE and Huffman encoding. All the dependencies have \( e_2 = 0 \) and the number of variables transferred across each dependency is 16. The run times of the various tasks in SW and HW is shown in Table 1 [12]. Table 2 shows the estimated

| SW time(ns) | 81390 | 7560 | 1530 | 15480 |
| HW time(ns) | 8409 | 500 | 400 | 8540 |

Table 1: SW and HW run times for JPEG tasks variables across the dependency \( e_2 \). In the cost function the sum gives the extra memory required by the LCDs after retiming. During partitioning we ensure that if a task \( u \) is in partition \( P \) (then all its predecessors (successors) are also in partition \( P \) (S). After partitioning set \( R \) in to sets \( P \) and \( S \) we do retiming using the following two equations:

\[ \forall u \in \mathcal{P}, u_3 = u_3 + 1 \]
\[ \forall u \in \mathcal{P}, \epsilon_e(u, v) = \epsilon_e(u, v) + 1 \]

RECOD: Algorithm. The algorithm to do retiming transformation is shown in figure 5. A brief explanation of the functions used in the algorithm are as follows. The function \( \text{remove}_\text{scC} \) replaces every strongly connected component. \( \text{scC} \) (or recurrence) in the DDG with a single task \( u_{scC} \). It returns a new graph \( DDG_{no_{scC}} \). All the dependencies that are part of a recurrence \( scC \) are not present in \( DDG_{no_{scC}} \). All the dependencies that are "to" and "from" any task in \( scC \) are now from the single task \( u_{scC} \). We use \( DDG_{no_{scC}} \) for retiming. The distance of a dependency belonging to a recurrence in the DDG cannot be increased without decreasing the distance of any other dependency. By removing all the \( scC \) tasks and dependencies we ensure that no dependency belonging to a recurrence is retimed; although the \( u_3 \) of all the tasks belonging to a recurrence might be increased. The changes are reflected in the original DDG by the function \( \text{copy}_\text{changes} \). The function \( \text{heuristic}_\text{select} \) heuristically selects a dependency to be retimed (see RECOD step 1). The function \( \text{partition} \) (as the name suggests) partitions \( R \) between \( P \) and \( S \) (see RECOD step 2). The two for-loops do the retiming.

Table 3: Results for Random Graphs

<table>
<thead>
<tr>
<th>No. of Tasks</th>
<th>DDG Depth</th>
<th>Mem. Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>6</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 3: Results for Random Graphs
run times and memory requirements for non-pipelined and pipelined implementation with different bindings of the tasks. The sixth and seventh columns have the run time and memory requirement of the non-pipelined implementation. In the table we have exhaustively bound all the tasks to SW and HW. The results show that we were always able to schedule the tasks, The sixth and seventh columns have the mixed resource and memory utilization in HW/SW code.

### Table 2: Performance Estimates for Different Bindings and Different Implementations

<table>
<thead>
<tr>
<th>No.</th>
<th>PDC</th>
<th>Quant</th>
<th>Binding</th>
<th>RLE &amp; Eff.</th>
<th>Non-Pipeline</th>
<th>Pipeline</th>
<th>Memory incr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SW</td>
<td>SW</td>
<td>SW</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SW</td>
<td>SW</td>
<td>SW</td>
<td>HW</td>
<td>405860</td>
<td>405860</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>SW</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>399960</td>
<td>399960</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>SW</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>46586</td>
<td>46586</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>SW</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>392990</td>
<td>392990</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>SW</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>463850</td>
<td>463850</td>
<td>64</td>
</tr>
<tr>
<td>7</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>392700</td>
<td>392700</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>46586</td>
<td>46586</td>
<td>32</td>
</tr>
<tr>
<td>9</td>
<td>HW</td>
<td>SW</td>
<td>SW</td>
<td>SW</td>
<td>379996</td>
<td>379996</td>
<td>48</td>
</tr>
<tr>
<td>10</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>107910</td>
<td>107910</td>
<td>64</td>
</tr>
<tr>
<td>11</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>SW</td>
<td>30760</td>
<td>30760</td>
<td>64</td>
</tr>
<tr>
<td>12</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>HW</td>
<td>106680</td>
<td>106680</td>
<td>32</td>
</tr>
<tr>
<td>13</td>
<td>HW</td>
<td>HW</td>
<td>SW</td>
<td>SW</td>
<td>31030</td>
<td>31030</td>
<td>64</td>
</tr>
<tr>
<td>14</td>
<td>HW</td>
<td>HW</td>
<td>SW</td>
<td>HW</td>
<td>106680</td>
<td>106680</td>
<td>32</td>
</tr>
<tr>
<td>15</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>29800</td>
<td>29800</td>
<td>48</td>
</tr>
<tr>
<td>16</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>HW</td>
<td>39726</td>
<td>39726</td>
<td>32</td>
</tr>
</tbody>
</table>

The percentage improvement in memory requirements due to RECOD varies from 3.5 to over 257 percent. RECOD performs better than UNRET primarily because of two reasons. Firstly RECOD uses better heuristics (RECOD step 1) to select a dependency which gives maximum freedom to the scheduler. As a result it takes fewer retiming steps and hence lesser shared memory to generate an optimal schedule. Secondly RECOD uses heuristics (RECOD step 2) to select dependencies which on retiming give an equivalent DDG with lesser increase in shared memory, whereas UNRET doesn't. When the tasks in the graph are large and the depth of the graph is small (rows 7, 8 and 9) RECOD gives significantly better results as compared to UNRET. For such graphs the algorithm can explore a large portion of the graph and hence produce better results.

### 7 Conclusion

We have presented a novel retiming heuristic for optimized resource and memory utilization in HW/SW codesigns. The advantage of using this heuristic is that we can obtain pipelined designs with optimal throughput, using slightly more (and in some cases same) shared memory as compared to non-pipelined design. The disadvantage is the potential increase (up to three fold) in shared memory requirements. We have incorporated this heuristic in to a codesign kernel which partitions and schedules designs for pipelined implementation.
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