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Abstract—

This paper describes CMOS image sensors integrat-
ing video compression circuits. The on-sensor com-
pression is particular useful for the low-power design
of moving picture compression hardware, which is de-
manded especially in the mobile computing and tele-
phony. Recent progress of the CMOS image sensor
technology allows us to realise the integration of high-
performance image sensor and computational func-
tions on a chip. An example of the CMOS image
sensor with compression is described. Prospects of
the CMOS image sonsors with moving picture com-

pression are discussed.

I. INTRODUCTION

Recent progress in CMOS-based image sensors, espe-
cially in image quality, is creating new opportunities to de-
velop a low-cost low-power one-chip digital video camera
which have digitizing, signal processing and image com-
pression functions[1][2][3]. Image compression is the most
expensive hardware in digital video camera system, and
on-sensor, or focal-plane compression leads to the cost-
effective low-power implementation.

In this paper, CMOS image sensors for video compres-
sion are described. A few types of image sensor chips with
compression have been developed such as a CCD-based
image sensor with lossless image compression [4], a com-
putational image sensor using conditional replenishment
[5], and a CMOS image sensor using analog 2-D DCT
based image compression[6]. Moving picture compression
requires extremely high computational power which leads
to the large power dissipation, and causes the difficulty
to treat a moving picture on mobile terminals. The most
important feature of the focal-plane image compression
is the power reduction of the total video camera system.
The CMOS image sensor with the analog 2-D DCT based
image compression demonstrated that the on-sensor com-
pression allows to reduce the power required for the image
compression. This approach employs the intra-frame cod-
ing scheme, and the compressed data can be compatible
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to the image coding standard of motion JPEG. This pa-
per focuses on the CMOS image sensor with analog DCT
based compression.

In sections IT and III, the design and the experimental
results, respectively, of the developed CMOS image sen-
sor with analog DCT based compression are described.
Section IV discusses the possiblity of the CMOS image
sensor with highly-efficient video coding such as MPEG2
compatible image compresison.

Implemented chip
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Fig. 1 CMOS image sensor with the 2-D DCT
based ompression

II. DESIGN oF CMOS IMAGE SENSOR WITH 2-D DCT
BASED COMPRESSION

A. Architecture

Figure 1 shows the block diagram of the CMOS image
sensor with focal-plane image compression. The photo
diode array is divided into blocks, where each block con-
sists of 8 x 8 pixels. The accumulated signal charge in
the pixel is converted into a voltage signal at the readout
circuits. The analog 2-D DCT processor computes the
2-D DCT in parallel as a unit of column. To compute an
8 x 8-point 2-D DCT, 8-point parallel data are read out
for 8 times from an image sensor block. In the ordinary
image coding process, the DCT coefficient (the output of
the 2-D DCT processor) is quantized by a digital quan-
tizer. In Fig. 1, the quantization for the dynamic control
of the output pulse rate using a quantization factor(q) is
performed by the AD converter itself. The final step is



the entropy coding section. After the digitization, various
image data coding method can be utilized. For example,
for the efficient data compression of the moving picture,
a simple inter-frame coding can be embedded in Fig. 1.

B. Block access sensor

In order to interface to the subsequent analog 2-D D-
CT processor, an 8-channel parallel readout CMOS im-
age sensor is designed, where 8 pixel signals are read
out at the same time. Fig. 2 shows the sensor and the
readout circuits. FEach pixel contains one photo diode
and two MOS transistors for row and column selection-
s. This type of two-transistor selection scheme was used
for TSL(Transversal Signal Line) MOS-type image sensor
to obtain low smear and low sampling noise [7]. Row-
selection signal is connected to 8 rows in the pixel block,
and 8 pixels as a unit of column is read out in parallel.
The size of the pixel is 16.1pm x 16.1pm, and the fill factor
is 56.5%. The readout circuits consist of a front-end am-
plifier and the successive fully-differential amplifier based
on the switched capacitor technique. The signal charge
from a pixel is converted into a voltage with a 100fF ca-
pacitor. The conversion gain is 1.6uV/e~. The circuits
are controlled by two phase non-overlapping clock. This
scheme acts as correlated double sampling (CDS) circuits,
where the 1/f noise of the front-end amplifier are great-
ly reduced. The offset voltage deviation of the front-end
amplifier is also reduced by the CDS circuits, so that a
simple and small source-common amplifier can be used.
However, the dominant random noise component is the
kETC noise caused by the relatively large capacitance of
the common signal line and the coupling transistor. The
CDS technique shown in Fig. 2 is not always effective to
reduce the KT'C' noise caused by the signal line capaci-
tance.

A reference voltage input, Vrpp is for voltage shift to
increase the signal dynamic range in readout circuits and
the analog 2-D DCT processor.
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Fig. 3 Block diagram of the analog 2-D DCT
processor.

C. Analog 2-D DCT processor

The 2-dimensional discrete cosine transform (2-D DCT)
of 8 x 8-size data {f(j,k): 7 =0,1,....7,k = 0,1,...,7}
is often calculated by the following one-dimensional DCT

(1-D DCT) equations as

7 .
C(u . 27 + Dur
Fi(u) = () f(J, k) cos (]7), (1)
2 < 16
Jj=0
and
C(v) i (2k + L)om
F(u,v) = 5 ZFk(u)COST, (2)
k=0
where v =0,1,...,7,v =0,1,..., 7, and

_[1V2 (w=0)
C(”)_{ 1 (w#0)

Fr(u) is an intermediate result for the calculation of 2-
D DCT. This technique is called row-column decompo-
sition. We first compute the 1-D DCT of Eq. (1), and
the intermediate results are stored in 8 x 8- cell memo-
ry. After transposing the memory data, we can get the
final results of 2-D DCT by computing 1-D DCT of E-
q. (2) using the stored intermediate results. Figure 3
shows the block diagram of the analog 8 x 8 point 2-D
DCT processor which consists of a 1-D DCT processor
and an 8 x 8-cell analog memory. The first column (k=0)
of the input data f(j,k),(j = 0,1,...,7) is first given to
the 8-point 1-D DCT processor, the intermediate results,
Fy(u), (u =0,1,...,7) are obtained by calculating Eq. (1),
and they are stored in the first row of the analog memory
array. Similarly, all the intermediate results, Fj(u) are
obtained by repeating this process for k =1,2,...,7. The
first column of the intermediate results, Fj(0), stored in
the analog memory is given again to the 1-D DCT pro-
cessor, and the first column of 2-D DCT results, F(0,v)
are calculated according to Eq. (2). Similarly, all the 2-D



DCT results, F(u,v), are obtained by repeating also for
uw = 1,2,...,7. To obtain all the 2-D DCT coefficients,
the total of 16 steps is necessary. Using two 2-D DCT
cores as shown in Fig. 1, the throughput can be dou-
bled and the sensor signal can be read out continuously.
In phase A, the lower-dide DCT core processes the input
image, while the upper-side DCT core processes the in-
termediate results stored in the analog memory. In the
next phase (phase B), the upper-side DCT core processes
the input image, while the lower-side DCT core processes
the intermediate results. The phase A and the phase B
are repeated alternatively.

The 1-D DCT processor performs weighted summation,
according to Eqgs. (1) or (2). Fig.4 shows the analog 1-D
DCT processor based on the SC circuits. In Fig. 4, 32
additions and 32 multiplications are performed in parallel.
The SC circuit technology is useful for the precision design
of the coefficient multiplier. A fully differential (rail-to-
rail) scheme is used to reduce the clock feedthrough error
and digital pulse noises. The cosine coefficient matrix of
8 x 8 point 2-D DCT is given by

rd d d d d d d dif
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where a = cos(7/16), b = cos(27/16), ¢ = cos(37/16),
d = cos(4mw/16), e = cos(5n/16), f = cos(6m/16), g =
cos(7w/16), and k is a scaling factor.

For inner product operation between the input vec-
tor and coefficient vectors, coefficients of +d, (%b,f),
and (%a,=xc,+e,+g) are used for generating outputs,
(F(0). F(1)), (F(2),F(6)), (F(1),F(3),F(5),F(T)), re-
spectively. Therefore, some of coefficient capacitors can
be common, and the number of coefficient capacitors are
reduced to 32 from the straight-forward design using 64
coefficient capacitors. The 1-D DCT is computed by two
steps using non-overlapping clock. For instance, at the
F04 output, F(0) and F(4) appear alternatively, synchro-
nized to B0 clock. Similarly, (F(2), F(6)), (F(1),F(7))
and (F(3), F(5)) outputs appear alternatively at the out-
puts of F26, F17, and F35, respectively. Fig. 4(b) shows
an example of a basic SC cell. The coefficient is given by
the ratio of a coefficient capacitor C, to a feedback capac-
itor C'gp. Although the theoretical scaling factor k is 1/2,
a scaling factor of 1/4 is used to obtain sufficient signal
dynamic range. Therefore, C'sy is chosen as C'yy = 4CY,
and the coefficient in 1-D DCT is given by C../Cj, where
C) is a unit capacitance. The C) is chosen as 0.5pF.
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Fig. 4 1-D DCT cirucuits with a fully
differentila SC technique.

The 1-D DCT processor performs the 8-point 1-D DCT
by two clock pulses. In the computation of Eqs.(2) and
(3), 16 and 16 steps, respectively, are required. Therefore,
8 x 8-point 2D-DCT can be performed by 32 clock pulses
using a 2-D DCT core.

III. IMPLEMENTATION OF THE CMOS IMAGE SENSOR
wITH 2-D DCT BASED COMPRESSION

Figure 5 shows the photomicrograph of the implement-
ed image sensor prototype integrating the 128 x 128-pixel
CMOS imager array, the analog 2-D DCT processor using
two cores for complementary operation, and the ADC/Q.
The chip is fabricated with triple-metal double-polysilicon
n-well CMOS technology. The chip size is 5.4 x 4.3mm?.

The performance of the CMOS imager array is sum-
marized in Table I. Conversion gain is relatively small
compared with the recently reported active-pixel sensors
(APS). The conversion gain can be increased by choosing
a smaller capacitor value in the front-end readout am-

plifier, or by amplifying at the second stage. Because



of the parallel readout scheme and the small number of
pixels, the operation clock frequency is only 62kHz at 30
frame/s. Therefore, the power dissipation due to scanners
of the imager array is negligible, and the total power is
dominated by the readout amplifiers. The design of the
readout amplifier is optimized at 2MHz operation. The
power dissipation due to the readout amplifiers is almost
unchanged up to 128 x 128-pixel at 1000 frame/s, or 0.5
M pixel at 30frame/s. The dark current is not critical,
because the output-voltage-referred value at 30 frame/s
is 270V (0.02% to saturation). The saturation voltage is
relatively large despite of relatively low supply voltage of
3V. This is due to the use of voltage shifting technique.
The fixed pattern noise is due to the deviation of the offset
voltage in the 8 readout channels. This offset deviation of
channels was measured directly under the dark condition.
The fixed pattern noise can be suppressed by using off-
set canceling technique in the second stage of the readout
circuits.

The random noise is relatively large because of the large
kETC noise caused by the large common row capacitance.
The active pixel technique [8] can be applied to our block
access sensor by adding a transistor for block selection in
order to improve the noise performance.

Table I Performance of the CMOS image sensor.

No. of pixels 128 x 128
Pixel size 16.1pym x 16.1pum
Fill factor 56.6%
Conversion gain 1.6pV/e™

Power supply 3V

Power dissipation 72mWa3dVv
(Maz.1000frame/s)
Dark current 503pA/cm?
Saturation 1.6V
Fixed-pattern noise | 6mV,_,(0.38% to sat. level)
Random noise -53dB to sat.
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Fig. 5 Implemented CMOS image sensor with
compression.

(a) Captured image

(b) Reconstructed image
Fig. 6 Images caputured and reconstructed by
the implemented chip.

The image captured by the implemented CMOS imager
at 30 frame/s is shown in Fig. 6 (a). A testing board
for the 8-channel parallel readout CMOS imager array
is used. First, the 8-channel rail-to-rail outputs of the
CMOS imager are converted to the single-ended signals
and are converted to digital signals using 8-channel 10-
bit A/D converters. To reduce the non-linearity error
due to the A/D converters, upper 8 bits of 10-bit A/D
converter is finally used. The image is once stored in a
frame memory, and is loaded into a computer to use it as
a reference image for the encoding.

Fig.6(b) is the reconstructed image using the integrat-
ed analog 2-D DCT processor on the CMOS sensor chip.
At 30 frame/s, the image is acquired and is encoded by
the analog 2-D DCT processor in real time. The 4-channel
parallel outputs of the processor are digitized using a part
of the same 10-bit A/D converter array used for the im-
ager. The results stored in the output frame memory are
loaded into the computer. The inverse 2-D DCT is per-
formed by software in the computer, and finally a recon-
structed image is obtained. In Fig. 6(b), the gain error,
the offset, and the cross talk compensations are carried



out. The PSNR of 36.7dB is obtained. With careful com-
parison between Fig.6(a) and (b), we can find the degra-
dation in the reconstructed image. This PSNR value is
not sufficient for high quality image compression, and we
need an effort to improve the precision.

An inevitable error in the analog 2-D DCT processor
using the SC technique is due to the mismatch in capaci-
tors used for the coefficient multiplication. The capacitor
mismatch causes AC coefficient deviations when we apply
a DC kernel. Using a stochastic simulation method, the
degradation of the quality of image due to the capacitor
mismatch and the offset voltage of the operational am-
plifier is examined. A standard image is coded by the
2-D DCT with random errors corresponding to the ca-
pacitor mismatch and the offset voltage deviations, and
then decoded by the ideal inverse 2-D DCT. The degra-
dation of image quality is evaluated by calculating PSNR
(peak signal-to-noise ratio) of the reconstructed image.
The careful design of the capacitor in the precision ana-
log LSI allows us to obtain the mismatch error of less than
0.1%[9]. If the offsets of the operational amplifiers are suc-
cessfully canceled, and o.qp = 0.2% is obtained, the PSNR
will be more than 50dB from this simulation. In general,
it is known that the degradation of image quality is hardly
detectable by human eyes when the PSNR is over 40dB.
Therefore, high quality compression is done with keeping
the PSNR of around 40dB, and medium quality compres-
sion is in the range of 35 to 40 dB. As a result, the analog
2-D DCT processor using the SC circuits technique pos-
sibly achieves sufficient precision to obtain a good image
quality.

The performance and the feature of the analog 2-D DC-
T processor are summarized in Table II. The effective area
is 1.1 x 1.0mm?2, based on 0.35um double-metal double-
polysilicon CMOS technology.

Because of the slow clock frequency due to the analog
parallel processing, the analog 2-D DCT has low pow-
er. At 760kH:z, the power dissipation of the 2-D DC-
T processor is 5.4mW at the supply voltage of 3V. The
total power of two 2-D DCT cores is 10.8mW. This is
sufficiently low to attain 50mWV one-chip video camera.
For high-speed design, 12M H z operation is confirmed by
simulation, which corresponds to the processing times of
the 2-D DCT of 2.7us and 1.3us, for the single core and
the complementary two core operations, respectively [11].
This is possible by increasing the power. The real-time
encoding for larger format image is also possible using the
analog 2-D DCT processor. For instance, the clock fre-
quency required for the real-time encoding of 1024 x 1024
pixel image at 30 frame/s is about 7.9MHz with two DCT
cores.

The effective area of the analog 2-D DCT processor is
about one fourth of the corresponding digital approach.
For example, 4mm? 2-D DCT processor based on 0.3um
CMOS technology is reported based on the distributed
arithmetic algorithm [10]. From the performance report-

ed in the same article, the equivalent performance at 3V
and the scaling to the 0.35um technology, the power con-
sumption and the 2-D DCT processing time are about
151mW and 0.43pus, or 22mW and 3us, respectively. In
the analog 2-D DCT processor, the power can be further
reduced by half. The designed fully-differential opamp use
a class-A folded cascode scheme and common-mode feed-
back circuits with MOS differential amplifier stages. The
power of the opamp can be reduced by half without any
performance degradation by the use of class-AB scheme
and switched capacitor common-mode feedback circuits.
As for the switching noise problem in the integrated C-
MOS image ensor with mixed-signal processing hardware,
the analog 2-D DCT approach is better because the same
processing speed can be obtained with the reduced clock
frequency. The direct analog 2-D DCT encoding allows
us to use efficient A /Dconversion techniques in order to
reduce the total power. From the total comparison, the
analog approach in the 2-D DCT processor has an advan-
tage for the focal-plane compression.

Table IT Feature of the analog 2-D DCT processor.

Core size 1.1mm x 1.0mm
Unit capacitor 0.5pF
Power supply 3V

Power dissipation 10.8mW
PSNR (without compensation) 31.4dB
PSNR (with compensation) 36.7dB
Clock frequency 760k H zQ5.4mW

IV. ProsPECTS oF CMOS IMAGE SENSORS WITH
COMPRESSION

For more efficient moving picture coding, a hybrid
(intra- and inter- frame) coding is essential.

The CMOS image sensor using conditinal replenish-
ment based image compression proposed by Aizawa et
al [5] is the first trial to integrate a kind of inter-frame
image coding on a CMOS image sensor. This approach is
particularly useful for the high-speed camera. However,
for usual video compresison, inter-frame coding without
motion compensation, despite of the relatively large hard-
ware cost, is only effective when the global motion of the
picture is little. We need motion-compensated interframe
coding for focal-plane compression.

To meet the requirements for video compression on mo-
bile terminals, we need much effort on the reduction of
power dissipation of video encoder chip. The author be-
lieves that the solution to this problem lies in the integra-
tion of video compression hardware on a sensor chip. In
the MPEG2 encoder chip, the power of more than 90% is
consumed by that of motion vector estimation[12]. The
focal-plane motion vector estimation is an interesting top-
ic to reduce the total power required for the MPEG2
encoding. By integration the motion vector estimation
hardware on an image sensor, the data access to the im-
age becomes flexible. Especially, by increasing the frame



rate, the motion of objects can be restricted to the e-
quivalent focal plane length of a few pixels. This greatly
reduces the calculation complexity for block matching to
obtain motion vectors. In our estimation, the calcula-
tion complexity is reduced to 1/30 using 16 times higher
frame rates. The high speed imaging causes the degrada-
tion of the signal to noise ratio. However, the SNR can
be recovered by using digital domain integration during
the decimation process to the normal (30 frames/s) rate.
The focal plane motion vector estimation will be one of
most attractive topics in the field of CMOS image sensors
and multimedia LSI chips for mobile products.

V. CONCLUSIONS

In this paper, as an example of the integration of im-
age sensors and image compression circuits on a chip, a
CMOS image sensor with analog 2-D DCT based com-
pression has been presented. One of important features
of the integrated image sensor with compression is the
low-power realization of the video compression hardware.
The integration of motion vector detection on a sensor
chip is promissing approach for the thorough reduction of
the power required for MPEG2 compatible compression,
allowing us to treat digital moving pictures on mobile ter-
minals.
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