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Abstract—This paper describes a new redundant fault The TG problem is NP-hard and the RI problem is co-

identification algorithm with Exclusive-OR circuit ~ NP-complete [10]. The difficulties of the problems are
reduction. The experimental results using this algorithm caused by a large number of reconvergences, head lines [4],
with a FAN-based test pattern generation algorithm show etc. in combinational circuits. To determine the effects of
nearly 100% fault coverage for complex arithmetic logic reconvergences and head lines in a combinational circuit,
circuits. Moreover we achieved 99.99% fault coverage REDUCT handles the redundant fault identification problem
applying this algorithm with a weighted random pattern by transforming the given circuit into another. Given
generator to the LSIs (100-450 kgates) of Hitachi MP5800 combinational circuiX and the problem "Is fauftredundant
mainframe computer. in X or not?", REDUCT transforms them into circuit
consisting of NOR-gates and primary inputs (PIs) and an
equivalent problem "Is the output & equal to 0 for any
1. INTRODUCTION input pattern or not?". REDUCT next reduces circuit
complexity of Z, using four circuit reduction techniques.
With the increase in size and complexity of logic circuitg\nd finally, REDUCT tries to justify the logic value 1 of the
in recent years, fault diagnosis is becoming more and ma®uced circuit output by backtracing and backtracking, and
difficult. To overcome this difficulty, scan-design techniquesletermines whether or not an input pattern exists that causes
are generally used [1]. Using scan-design techniques, téss circuit output to be 1.
pattern generation (TG) for sequential circuits can be We have also applied 2V and REDUCT to several
replaced with that for combinational circuits. This allows uarithmetic logic circuits, but the fault coverage was not as
to use TG algorithms for combinational circuits, such as thgod as with other types of circuit. It is difficult in general
D-algorithm [2], PODEM [3], and FAN [4] which provide to achieve high fault coverage for an arithmetic logic circuit.
high fault coverage. However, there still remain aborte@n arithmetic logic circuit includes many EOR-logics, so that
faults for which test patterns cannot be generated atite complexity of the circuit increases. REDUCT which
redundancies cannot be proved. The existence of abortgmhstructs the circuit with only NOR-gates and primary inputs
faults may lower the reliability of an LSI. Especially, for aPIs), cannot identify EOR-logics in the circuit nor the
very large-scale computer which consists of many LSlspmplexity caused by EOR-logics. Fig. 1 shows an example
almost 100% fault coverage for each LSI is necessary ¢bthis case. In Fig. 14, B, C, G, H, andK are NOR-gates,
obtain satisfiable reliability. and the output values d& and H are 0. Becaus& =
In order to generate test patterns or prove redundanciEOR(K, C) = EOR(EORA, B), C) = EORQ, B, C) andH =
for such hard faults in combinational circuits, sever&dtOR@A, C), B = EORG, H) = 0. But not being able to
approaches have been proposed. One is SOCRATES whidntify these EOR relations, REDUCT cannot infer that the
accelerates the TG and the redundancy identification (Rdytput value oB is 0.
processes with improved implication and improved To overcome this, it is necessary to identify EOR-logics
sensitization procedures [5]. Another is Nemesis whicdind to see how these EOR-logics relate to one another.
proceeds TG and RI using the Boolean satisfiability methdtherefore, in this paper we propose an improved REDUCT
[6]. We have also proposed an RI algorithm, REDUCWhich identifies EOR-logics, reduces the number of
(REDUndant fault identification algorithm using Circuitneighbours of EOR-logics, and does improved implication
reduction Techniques) which is aimed at Rl and TG for hausing the properties of EOR-logics during the justification
faults [7]. The methodology of REDUCT is a new ongrocedure.
which reduces the complexity of circuits making TG and Rl We applied N-V and the original or improved REDUCT
easier. We have applied®V (the N-Valued test pattern to some arithmetic logic circuits. Using?¥ and the
generation algorithm) [8] which is a FAN-based TGmproved REDUCT, we obtained higher fault coverage than
algorithm and then applied REDUCT which handles all of theas obtained usingd\V and the original REDUCT. We also
aborted faults of RV, to the ISCAS85 benchmarks [9], andapplied the improved REDUCT after applying a weighted
have obtained 100% fault coverage for all of the benchmarkendom pattern generator (WRPG) to the LSIs of Hitachi
[7]. MP5800 mainframe computer, and achieved 99.99% fault



coverage.

Then, for each pair of faults and cones, the related region

This paper begins with a description of the algorithm and is transformed into a single-output circ¥ifor the co-SAT
the circuit reduction techniques used to reduce circuyito-SATisfiability problem) as described in the flowchart in
complexity, of the original REDUCT in Sec. 2. We therfFig. 4, and circuity is transformed into an equivalent circuit

describe in Sec. 3 the improvement of REDUCT (EOR-logig consisting of NOR-gates and Pls.
Experimental resultR, with a faultf on linels.

reduction and improved implication).
are given in Sec. 4 and Sec. 5 concludes the paper.

2. CRIGINAL REDUCT

2.1. AGORITHM

Fig. 4(a) shows circuit
If fis s-a-1, letR' be a sub-
circuit of R whose PO ids. If f is s-a-0, leR' be a circuit
obtained by adding a NOT-gate to Rfof the aboveR'

Fig. 4(b) showsk'. LetR" be a sub-circuit oR obtained by
deleting fromR the gates and the lines, which cannot be
accessible to the circuit output without passing throlggh
Fig. 4(c) showsR". Next, letR"(0) andR"(1) be the circuits
assigned 0 and 1 1p of R", respectively. Circuil is then

In this section, we will describe the original REDUCTconstructed withR', R"(0), R"(1), an ENOR-gatd, and an

algorithm.

The flowchart in Fig. 2 outlines the REDUCT algorithm.

output NOR-gat® as shown in Fig. 4(d).
Then the RI problem "I§redundant irR?" for faultf and

First, for each pairf( C), wheref is an undetected fault in the related regioR is equivalent to the co-SAT "Does the
combinational logicX andC is a cone containin§ related output ofY (2) become 0 for any input pattern?" for circuit

regions are determined.

Here, a cone is a single-output s¥b- (Z). The solution of the co-SAT may be one of the

circuit of X, whose primary output (PO) is one of the POs dbllowing: yes (i.e.,f is redundant inR), no (i.e., f is
X, and the related region fof, C) is the limited region such detectable inR), or unknown (i.e.f cannot be identified as
that the redundancy dfin this region is equivalent to that in either redundant or not because the computational effort to

C. Fig. 3 shows an example of related regions.
in Fig. 3 has three coneég, Xy, andXs.

The circagiblve the problem exceeds the limit).
Assume that either then a test pattern féris generated by justifying all the logic

If the solution is no,

a s-a-0 or a s-a-1 fault on ling (I2) has been detected atvalues assigned to head lines while solving the co-SAT.

eitherO; or Ox(0O3). Fig. 3(a) shows the related regig(f,
X1) (= R(f, Xp)) for faultf andX; (Xp).
related regionR(f, X3) for f and Xs.
determination, it is enough to tre®(f, X1) and R(f, X3)
instead o0fX4, Xo, andXs for f.

O: NOR-gate
Example of EOR-logics

Fig. 1.
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Fig. 2.

REDUCT algorithm

Fig. 3(b) shows the process in Fig. 2.
After related region reduction techniques.

Fig. 5 outlines the algorithm for solving the co-SAT
Circui is reduced by using the circuit
The original REDUCT has four
circuit reduction techniques (binding identical sub-logics (Bl),
renewal of head lines (RH), reduction 1 (R1), and reduction 2
(R2)). If the co-SAT has not been solved during circuit
reduction, then justify the logic value 1 of the reduced circuit
output by backtracing and backtracking. If the justification
fails for all possible backtracking, the solution of the co-SAT
is yes.

:)—4 Ol Xl
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b—:E :>—<1 Ol
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Fig. 3. Related regions

(a) Related region foixg, f) and Ko, f)
(b) Related region foixg, f)



Iy lines and all the head lines provide examples of independent
I lines. Of the four reduction techniques, Bl handles special
I3 dependent cases, RH tries to find a set of independent gates

@) located nearer to the circuit output than the head lines, and R1
| R finds dependent gates.
|1 |f :l |f
2 2 . i . i .
I3 it fis s-a-l I3 it fis 5-a-0 A. Binding identical sub-logics (BI)

A typical example of dependent gates is a pair of gates
that have identical sub-logic. In this case, the two gates can
be bound. Bl is essentially the same as the alignment of [11].

Fig. 6 shows an example of Bl. In Fig. 6(a), NOR-gates
A andB express the same sub-logic, becausadB have the
same source gaté€sandD. Fig. 6(b) shows the circuit after
gatesA andB have been bound into one gate

B. Renewal of head lines (RH)

RH is a technique to reduce head lines. First we define
an independent cutset of circidias a seG of lines satisfying
L the following conditions.
@ (1) Lines inG are independent.

Fig. 4. Transformation d® intoY

(a) CircuitR  (b) CircuitR’  (c) CircuitR”  (d) CircuitY (2) Any path from any PI to the output Bipasses through at
least one line i1G.
(_smrt D It is clear that the set of all the PI lines is an independent
| REDUCE GIRCUIT | cutset and so is the set of all head lines. The concept of an
independent cutset resembles that of the basis node of TOPS
v [12]. Unlike the basis node, however, the independent
SOLVED? cutset takes into account the precise controllability of lines.
ASSIGI\’l\jl I_f there exists an independent cutset whose lines are head
70 THE CIRCUIT OUTPUT lines or are located nearer to the outpuZahan the head
v lines, the lines in this independent cutset can be treated as
| LACKWERE PR ER O | head lines. Using this property RH reduces head lines.
I JUSTIFICATION | Fig. 7 shows an example of RH. In Fig. 7(a), the output
@) lines of Plslq, 5, I3, andl4 are head lines and the output line
Fig. 5. Algorithm for solving the co-SAT of |1 has fan-out branches. Fig. 7(b) shows the circuit after
implication of the assignment of 0 to the outputof In Fig.
2.2. QRCUIT REDUCTION TECHNIQUES 7(b), the outputs of NOR-gat®, B, andC can be controlled

by the values of the output lines Bf 13, andl,, which are

In this section the four reduction techniques to reduce thead lines. Fig. 7(c) shows the circuit after cutting lines
complexity of the circuit is described (circuit reductionwhose logic values are 0 or 1 and then deleting gates and Pls
processing in Fig. 5). Bl and R1 reduce reconvergencesconnected to a sink gate. The output lin® a$ the head
and RH and R2 decrease the number of head lines, and IkR renewed from the output lines of Pisl5, I3, andl.
reduces the number of neighbours of EOR-logics. Before
describing these techniques, we introduce independency alid Reduction 1 (R1)
dependency of gates in a circuit. The dependency of gates is
important for SAT (SATisfiability problem), because higher For a sub-logic expressed by a gate in a circuit, a case
dependency generally makes it more difficult to solve SAT. exists where the sub-logic can be expressed more simply. A

Let Gj, Gy, ..., andG, be gates or Pls in a circuit, whose

output lines ardy, Iy, ..., andl,, respectively. HereG,,

Gy, ..., andG, are defined to be independent (gH>, ..., and oy

I, to be independent) if for anytuple vectorv=(vy, Vs, ..., SO0 O O—

vp) {0, 1}" there exists an input pattern which controls the —_ Ry

logic value ofl; to bey; for alli. If Gy, Gy, ..., andG, are =0 O O

not independent, we say th&;, Gy, ..., and G, are F'éa)6 Binding identical bl(:g.cs O+ norgate
1g. 0. | | | | un- |

dependent (oty, I, ..., andl,, are dependent). All the PI (a) Initial situation _ (b) Binding andB



technique called R1 that simplifies gate expressions in tBﬁt
circuit is described in this section.
relation of the objective gate and the gates in the fan-in side

%

)

(b)
O : NOR-gate @ : primary input
Renewal of head lines
(a) Initial situation
(b) Implication of the assignment of 0 to the outpuit of
(c) Final situation: line cut and gate deletion

Fig. 7.

of R, then using this relation reduces the fan-in side logic
R. We describe R1 using the two examples in Fig. 8 and

9.

Fig. 8 shows an example of R1.
R is an objective gate.

implication of the assignment of 1 to the outputRof The
result of implication shows that the output valu&as$ 1 only

if the output values oB, C, andl are all 0.

Fig. 8(c) shows

the circuit after replacing the sub-circuit surroundedRbi,

C, andl by a simple logic NORg, C, I).
Fig. 9 shows another example of R1.
gateR is an objective gate.

implication of the assignment of 1 to the output Rf

During implication, a contradiction occurs.
value ofR must be 0.

to the output oR.

D. Reduction 2 (R2)
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O: NOR-gate ©: primary input

Fig. 8. First example of reduction 1

Fig. 9.

(@)

(a) Initial situation
(b) Implication of the assignment of 1 to the outpuRof
(c) Final situation: deletion of sub-circuit surroundedb ¢, I,

andR, and connection d® with B, C, andl
X

e
©
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u

(b)
O:NORrgale
Second example of reduction 1
(a) Initial situation
(b) Implication of the assignment of 1 to the outpuRof
(c) Final situation: Implication of the assignment of 0 to output of
R, line cut, and gate deletion

© * primary input

R1 first investigates tf@

In Fig. 8(a), NOR-g alg
Fig. 8(b) shows the circuit aft

In Fig. 9(a), NOFrl
Fig. 9(b) shows the circuit aftq

Thus, the output’
Fig. 9(c) shows the circuit assigned 'Ph

R2 reduces head lines. L& be an one-output NOR
constructed circuit antt be a head line iil€. In general,
there are several paths frdmto the circuit output and the
effect ofh on the circuit output is very complex. However,
in special case$ has a useful property which is stated in the
theorem below.

Theorem 1. Assume that each path frdmto the output of
circuit C has an odd number of NOR-gates. Then cir€uit
obtained by the assignmeht0 has no input pattern which
causes the output @' to be 1, if and only ifC has no such
input pattern.

On the other hand, assume that each path fram the

put ofC has an even number of NOR-gates. Then circuit
obtained by the assignmédntl has no input pattern which

'ﬁj\uses the output @' to be 1, if and only ifC has no such

ut pattern.

of (sketch in the case of odd number of NOR-gates): It
is obvious that ifC has no input pattern which causes the
utput of C to be 1, thenC' has no such input pattern.

ssume ifC’ has no input pattern which causes the output of

C' to be 1 butC has one such input pattefn The logic
value ofh must be 1 undef. When the logic value df is
changed from 1 to 0, the output valueG®becomes 0. This
logic value propagation means that underthere is a path
rom h to the output ofC on which there emerges 0 and 1
ogic values alternatively, which is impossible because there
£ no even number of NOR- -gates path frioto the output of
Q.E.D.
R2 reduces head lines using the properties stated in
eorem 1.
Fig. 10 shows an example of R2. In Fig. 10(a), from the
head lineh to the output ofd (circuit output gate) there are
two paths A-C-O andB-D-O, each of which consists of three
NOR-gates. Fig. 10(b) shows the circuit assigned!o to

3. IMPROVEMENT OF REDUCT

The improved REDUCT has EOR-logic reduction
technique (ER) added to the original four techniques BI, RH,
R1, R2 for circuit reduction, and does improved implication
for EOR logics in the circuit. ER reduces the number of
neighbours of EOR-logics

3.1. BEOR-LOGIC REDUCTION (ER)

0—<®. ©\@
(a) (b)
O: NOR-gate ©: primary input

Reduction 2
(a) Initial situation
(b) Implication of the assignmeht1, line cut, and gate deletion

Fig. 10.



ER identifies product-sum sub-circuits expressing’\®\
EOR(ENOR)-logics in the circuit and reduces the neighbours/ .\ ‘
of the EOR(ENOR)-logics, to reduce the complexity caused\ .<

\®
by EOR(ENOR)-logics. R
Fig. 11 shows an example of identifying EOR-logic. In \ /@/ NOR-gate

Fig. 11(a),G is the objective NOR-gate. The output logic of (a1) (b1) g

G is equal to the product-sum logic expressing HQR{, 13). + EOR-gate
Fig. 11(b) shows the circuit after replacing the product- sum/®\ /®\ - ENOR-gate
logic with an EOR-gat&. .\ T

There are two ways to reduce the number of neighbours__of/ .< /
an EOR-gate. One is to reduce the fan-in inverters of an_ /

EOR(ENOR)-gate and the other is to reduce the fan-i_n/© _./© b2)
EOR(ENOR)-gates of an EOR(ENOR)-gate. Fig. 12 and Fig. 13 Second examples of EOR-logic reduction

Fig. 13, respectively, show examples of the former and latter (al), (a2) Initial situations  (b1), (b2) Final situations
reductions. N .

In Fig. 12,G is an EOR-gate and, I, I3, A, B, andC are > 0. > 0.
NOR-gates. In Fig. 12(alz = EOR(4, |2, C) = EORQA, B, ;j‘ v o 0 O: NOR-gate
C), hencd 1 andl, can be reduced as in Fig. 12(b1). In Fig. > / (8)
12(a2),G = EOR(y, I, I3) = ENORAQ, B, C), hencely, I, U ‘:EOR-gate
andl3 can be reduced by changi@gfrom an EOR-gate to an > 0. > 0
ENOR-gate as in Fig. 12(b2). @ ®)

In Fig. 13,G andH are EOR-gates andl, B, andC are Fig. 14. Example of improved implication
NOR-gates. In Fig. 13(al§z = EORH, C) = EOR@A, B, C), (a) Initial situation  (b) Final situation

henceH can be reduced as in Fig. 13(b1). In Fig. 13(&2),
= EORMH, C) = ENOR@, B, C), henceH can be reduced by During the implication following backtracing and

changingG from an EOR-gate to an ENOR-gate as in Figoacktracking, the improved REDUCT does improved
13(b2). implication using the properties of the EOR-gate. Fig. 14

shows an example of this improved implication. In Fig.
14(a), the output values of EOR-gatesandH are both 0;
3.2. IMPROVED IMPLICATION andA, B, andC are NOR-gates. Becau§&e= EORA,B,C)
andH = EORA,C), we haveB = EORG,H) = 0 (Fig. 14(b)).
If G andH are constructed with only NOR-gates we cannot
obtain the information that the output valueBat 0.

4., EXPERIMENTAL RESULTS
(b)

We applied N-V and REDUCT to arithmetic logic

(O:Norgate @) : EOR-gate circuits containing many EOR-logics. 2V is a FAN-based
Fig. 11. Example of identifying EOR-logic TG algorithm which handles normal values and faulty values

(a) Initial situation  (b) Final situation separately in order to express the value assignment situation
e i in more detail. We first applied AV to the circuits and
_/ /@\ then applied REDUCT to the aborted faults for which\N
1.\ 7-.\ - failed to generate test patterns and to prove redundancies.
_,/_ / We used a Hitachi M680 mainframe computer for this work.
1.\ / ' i.\ / ' In the results described below, fault coverage is defined as
_/@ /@ Qi NOR-gate  ( no. of detected faults 100 ) / ( no. of assumed fauksno.
' (a) ‘ 1) @ corgate  Of redundant faults ).

”'\ (i) BN ‘_ENOR Table 1 shows the results for real combinational
: -gate

:j:/l N _::/®\ ) arithmetic logic circuits.  Using AV and the original

> >’7.< REDUCT, we did not obtain 100% fault coverage for any of

the nine circuits. But, using 2V and the improved

> >© REDUCT, we produced higher fault coverage for all of the
(@2) - (b2) circuits and for seven of the nine we obtained 100% fault
Fig. 12. First examples of EOR-logic reduction coverage.

(a1), (a2) Initial situations ~ (b1), (b2) Final situations Table 2 shows the results for full-scanned sequential



complex arithmetic logic circuits of actual VLSIs. The TG TABLE 1. RESULTS BY N-V AND REDUCT (1)

system that we used divided the circuit into combinational — _
sub-circuits, and RV and REDUCT were applied to each of N™-V+original REDUCT | N-V+improved REDUCT
them Using RV and the improved REDUCT. we Circuit| Gateg ~ Fault | Aborted| CPU- Fault | Aborted| CPU-

N : g p - ! Coverage¢ Faults | time [Coverage¢ Faults | time
obtained higher fault coverage than was obtained usfig N (sec.) (sec.)
and the original REDUCT, and the number of aborted faultsa | 5243 98.99 1 4731 100.0p 0 4433
was much lower. b 72q  99.50 2 155 100.0 0 71

. =i
From the results shown in Tables 1 and 2, we cpaS gggg gg'gg 2 15;_’551 1%%%9) g 1434;?
con_clu_de that the improved REDUC_:T is very _effgcn\_/e =T 2913 9977 > 330 10006 0 1s7
achieving higher fault coverage for arithmetic logic circuits. [ 7219 99.98 1 52b 100.0 0 343
We also applied a WRPG with VCLAS (Vecto ¢ 850 99.60 2 17 100.0 0 1p9
Command array Library Active Simulation: a vectorized LCC h | 6287 99.98 3 2735 99.99 1 2584
(Levelized Compiled Code) fault simulation [13]) and thie_i__| 1686 99.80 3 47 100.04 0 2p6
improved REDUCT to more than 30 LSIs (100-450 kgates)
of MP5800. Applying a WRPG with VCLAS only we TABLE 2. RESULTS BY N-V AND REDUCT (2)
achieved 99.94% fault coverage on the average, but applying , _ :
the improved REDUCT after this we achieved 99.99% fallt { cat ’\":'VI:O;%'”T dRED(;CJ 'F\F'\/lzf'm%"’?ddREggST
. Ircul ateg au orte - au orte -
coverage on the average. ThIS result shows that th& Coverage Faults | time |Coveragé Faults | fime
improved REDUCT is also effective for TG and RI of very (sec.) (sec))
large circuits. A 22859 99.68 313 2969  99.91 26 2226
B [23650 99.09[ 810 7977]  99.74 183 836p
5. CONCLUSION [3] P. Goel, "An implicit enumeration algorithm to generate tests for

combinational logic circuits”, IEEE Trans. Compt., C-30, No. 3, pp.
_ _ ) 215-222, March 1981.

We refined an RI algorithm REDUCT which was
proposed in [7]. This improved algorithm deals with the RF] H. Fujiwara and T. Shimono, "On the acceleration of test generation
problem by transforming a given circuit into another. Then i"gg'thm » IEEE Trans. Compt.,, C-32, No. 12, pp. 1137-1144, Dec.
it uses five circuit reduction techniques to reduce the '
complexity of the transformed circuit caused by a large] M.H. Schulz and E. Auth, "Improved deterministic test pattern
number of reconvergences, head lines, and EOR-logics in the generation with applications to redundancy identification”, IEEE Trans.
circuit. It also proves redundancies and generates testCOMPt: CAD-8,No.7, pp. 811-816, July 1989.

pat_tems for har_d_ faults of circuits cpntaining manY_EORB] T. Larrabee, "Test pattern generation using Boolean satisfiability",
logics more efficiently than conventional TG algorithms. IEEE Trans. Compt., CAD-11, No. 1, pp. 4-15, Jan. 1992.
Using a combination of &V and the improved REDUCT, | M. Tandai, T. Shinsha, T. Nishid 4 K. Moriwaki. "REDUCT
. . . . T . Tandai, T. Shinsha, T. Nishida, and K. Moriwaki, ra
we obtained h'gher fau_lt Cgverage for arltr_m_"netlc IOgIC cwcun@ redundant fault identification algorithm using circuit reduction
than was obtained using<#V and the original REDUCT. techniques”, IEICE Trans. Info. and Systems. E76-D, No. 3, pp. 776-
Also using the improved REDUCT with a WRPG to the LSIs 790, July 1993.
of MP5800 we achieved 99.99% fault coverage.
[8] M. Tandai, T. Shinsha, and K. Moriwaki, "AnZNalued test pattern
generation algorithm”, Trans. Info. Proc. Soc. of Japan, Vol. 30, No. 9,
pp. 1211-1218, Sept. 1989 (in Japanese ).
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