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Abstract—High-level estimation techniques are of paramount importance for design decisions like hardware/software partitioning or design space explorations. In both cases an appropriate compromise between accuracy and computation time determines the feasibility of those estimation techniques. In this paper we present high-level estimation techniques for hardware effort and hardware/software communication time. Our techniques deliver fast results at sufficient accuracy. Furthermore, it is shown in which way these techniques are applied in order to cope with contradictory design goals like performance constraints and hardware effort constraints. As a solution, we present a cost function for the purpose of hardware/software partitioning that offers a dynamic weighting of its components. The conducted experiments show that the usage of our estimation techniques in conjunction with their efficient combination leads to reasonable hardware/software implementations as opposed to approaches that consider single constraints only.

I. INTRODUCTION

Though complex systems-on-a-chip are already reality ([1]), accurate and fast high-level estimation techniques are still rare. Systems-on-a-chip comprise software parts (e.g. processor cores running a software program) and hardware parts (dedicated hardware implementing system parts with high performance constraints). The tradeoff between these hardware and software parts is controlled by design constraints like limitation of the die size, performance considerations, design time, design flexibility, design reuse etc. This large variety of constraints makes it almost impossible or at least very hard for the system designer to find a sophisticated compromise that best matches these constraints in a particular case. So, the current procedure of providing a customer with such a design is as follows: the vendor delivers a couple of designs with slightly different focuses to the customer who decides for that one that meets best his constraints. Afterwards, one or more refinements on the favorite design are conducted. The whole process is iterative and takes up to half a year. This time-consuming and therefore expensive process could be drastically reduced if high-level estimation methodologies would be performed before major design decisions are made. The intention is to explore the design space with respect to different design constraints. As a result, fast and sufficiently accurate statements concerning a possible implementation can be obtained. At that point the designer can be guided towards his next design steps while preventing misleading design decisions.

In this paper we introduce some high-level estimation techniques that aim at exploring the design space as well as guiding the process of hardware/software partitioning. Due to limited space in this paper we concentrate on two high-level estimation techniques: hardware effort and hardware/software communication estimation. While the first technique is useful for estimating the implementation cost, the other techniques is part of estimating the performance in a hardware/software system. As mentioned above, design constraints are often manifold. As an example, for a special class of systems-on-a-chip — hard real-time systems — there is a hard timing constraint as well as the constraint to keep the hardware effort as small as possible. We show in which way this contradictory constraints can be combined into one single cost function. Furthermore, we demonstrate that this technique — a dynamically weighted cost function — can save hardware effort as opposed to techniques that take into consideration one constraint at a time only.

Not less important are techniques for software run-time estimation and hardware run-time estimation. As for our approach, those techniques are described in [17, 14].

This paper is structured as follows: section II gives a short overview of research activities in co-synthesis as far as these approaches focus on hardware/software partitioning and provide a cost function that considers at least two different constraints — such as run-time and hardware effort, for example. Other approaches to co-synthesis and especially to hardware/software partitioning are not introduced here since partitioning and co-synthesis are not the primary goals of that paper. For a summary of those approaches, the interested reader is referred to [2]. The following two sections are dedicated to the estimation of hardware effort and hardware/software communication, respectively. Each of these sections also contains an overview of related work in that specific area rather than to include that in section II. Afterwards, section V presents our approach of combining these different estimation techniques into one single cost function with the goal of meeting a real-time constraint and at the same time minimizing the hardware effort. For this purpose, a dynamically weighted cost function is presented. Results of this combination are presented in section VI. However, individual results i.e. those referring to estimation techniques solely, are presented in the according sections. Finally, section VII gives a conclusion.
II. RELATED WORK

Rather than giving an overview of all approaches to system-level design techniques and estimation, we introduce two approaches that explicitly describe their method of reducing the hardware effort while meeting real-time constraints during hardware/software partitioning. More approaches to hardware/software co-design are described in [2]. Furthermore, related work to specific high-level estimation techniques is introduced within this paper in the according sections.

Kalavade and Lee [3] describe an algorithm called GCLP to minimize hardware effort while meeting timing constraints. The main idea is to select different cost functions during hardware/software partitioning according to a criticality measure that is computed for each possible hardware/software partitioning. They relax the contradictory goals of low hardware effort and timing constraints by accepting all hardware efforts below a given size rather than trying to optimize hardware effort and timing at the same time. They use an incremental algorithm for estimating hardware effort that is adapted to function-level partitioning [5].

Our approach handles the contradictory goals of minimizing hardware and meeting real-time constraints by a cost function that is dynamically weighted rather than selecting from a set of different cost functions.

III. A HIGH-LEVEL HARDWARE EFFORT ESTIMATION TECHNIQUE

The aim of this hardware effort estimation technique is to obtain helpful hints about the possible hardware effort of various system parts before the final decision of partitioning into hardware and software is done. This is one major difference compared to methods who assume that a particular piece will be implemented as a hardware in any case. As a consequence, our technique is subject to different constraints. It should a) deliver fast estimations, b) be as far as possible independent from synthesis c) easily get adapted to various synthesis tools to larger deviations. Furthermore, it is not assumed that a scheduling has already been performed. The method introduced in [5] is one of the few that is tailored to the demands of hardware/software co-design since it features an incremental estimation for each possible hardware/software partitioning. The method is accurate for coarse-grain estimation (e.g. estimating whole functions or tasks) but inaccurate for small-grain estimation (base blocks etc.).

To summarize, there are some fast but not sufficiently accurate approaches available. Their inaccuracy results from their principle: they are lower bound methods that, for example, do not assume that a scheduling has already been performed.

Our approach is comparable to those in terms of execution times but due to a previously performed scheduling as well as not relying on statistical data, it promises to be more accurate. An additional feature is the adaptation to different synthesis tools. We made the experience that especially the controller of a hardware design is very specific to the applied synthesis tool i.e. hard to estimate in a general approach. Therefore, this part of the estimation is separated from the estimation of the data path.

B. Our Approach

Our approach takes into consideration controller as well as data path estimation. But only the estimation of the data path is presented here\(^1\), because the controller part needs to be adapted to the synthesis tool we use before a satisfactory result can be obtained. An important feature of our technique is performing scheduling before the estimation is started.

In the following, the algorithms for estimating \textit{modules, data registers,} and \textit{multiplexer} are presented (Fig. 1 gives an example of a data path). The estimation takes place at a CDFG (control and data flow graph) representation that is directly derived from a C system-level description.
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\caption{Components to estimate: Registers, input multiplexer, modules and output multiplexer}
\end{figure}

B.1 Modules

A module \(m\) performs an operation \(o_{i,l}\) where \(i\) denotes the control step it is performed in and \(l\) refers to the 3-address-code it is part of. Let \(M = \{ m_1, \ldots, m_D \}\) be the set of different different cost functions.

1Estimating the hardware effort of the controller is described in detail in [6].
module types with \( D \) the total number. Furthermore, assume that for each module \( m \) of type \( \pi \), i.e. \( m_\pi \), there are one or more instances. Figure 2 shows the algorithm for estimating the number of necessary registers. The main loop (2) is iterated for all control steps \( cs_i \) in the set of all control steps \( CS \). Global and Local Module List have the same structure since they both provide an entry for each module type and specifying their number of instances that has been used so far. Now, the inner loop starting at (4) is iterated for all operators. The purpose of the sorted module list is to provide all possible modules i.e. those that might be able to execute operation \( o_{i,t} \). The list is sorted in an ascending order of hardware effort for each module. Afterwards, an initial module is selected (6). In the following steps (9 to 13), all fitting module types are tested in terms of previous (i.e. within another control step) instantiation. If that is the case then this module type is assigned to the current operator and an additional instance of this module type is not necessary. This assignment is noted in the local module list and afterwards the next operator is selected (12). In the other case, the local module list is searched for an already instantiated but in the current control step not used instance of the specific module type. If the search fails, the first and as mentioned the least hardware consuming module is assigned to the current operator and the local module list is updated (14). After all operators of a specific control step have been served, the global module list is enlarged by as many entries as the local module list has (15). So, after all operators and all control steps are treated, the global module list contains the number of instances of all module types (18).

### B.2 Data Registers

Data registers hold temporary results or data that is loaded from memory or going to be stored into memory. Since registers are expensive, as many as possible variables should share one register. Therefore, a life–time interval \( t_L(X) := [cs_a, cs_b] \) for each variable is calculated. In this context, \( cs_a \) is the control step in which variable \( x \) is defined for the first time i.e. a value is assigned to \( x \). Furthermore, \( cs_b \) denotes the control step in which variable \( x \) is used for the last time. Taking into consideration that a variable can have several life time intervals within a program execution, the set of all life time intervals of a variable is defined. Using these definitions, figure 3 shows the algorithm for estimating the number of necessary registers.

Starting with initializing the number of registers (1), the main loop iterates for all paths \( P = P_1, \ldots, P_n \) of graph \( G = \{ V,E \} \). In the following steps (9 to 12) the number of registers is updated and finally the hardware effort of all necessary registers is calculated by multiplying the number of estimated registers by the amount of gates used for one register (13).

#### B.3 Multiplexer

The task of the multiplexer in a multiplex–based data path is to distribute the values in the data registers among the modules (ALUs, multipliers,...) and to forward results of operations to registers. These both types of multiplexer are called input and output multiplexer, respectively. The algorithm presented in the following (input multiplexer), assumes that a module estimation as well as estimation of data registers have already been carried out. Consequently, at this point it is known which value is contained in which register during each control step. Furthermore, it is known which operation is executed it which module. In the following, the estimation of input multiplexer is presented (fig. 4).

The first loop (2) is iterated for all types of modules whereas the nested loop (3) is iterated for all instances of that particular module type. The number of input lines of a multiplexer \( n_F \) is calculated by means of \( |O_{m_\pi}| \) i.e. the number of operators...
that are intended to be executed in this instance of that module (known from module estimation). The number of modules $N_{\text{mod}}$ and the according number of input lines are stored in $\text{MuxList}[i]$. Once, the number of multiplexer and their input lines are known, the according hardware effort (in terms of gate equivalents) is calculated advising an according data base.

The estimation of the output multiplexer is performed in a similar way but omitted in this paper for lack of space.

C. Estimating hardware effort: results

The result of our hardware estimation technique is the sum

$$A_{\text{estim}} = A_{\text{mod}} + A_{\text{reg}} + A_{\text{mux}} + A_{\text{control}}$$

where $A_{\text{mod}}, A_{\text{reg}}, A_{\text{mux}}, A_{\text{control}}$ are the hardware effort for modules, registers, multiplexers and the control unit, respectively. As mentioned above, $A_{\text{control}}$ is not described here. In order to guarantee a precise comparison of our estimation technique, the following steps are performed for each example: high-level synthesis using our system BSS is carried out and the resulting hardware effort is calculated according to the according data base.

As an example for the experiences we conducted, fig. 6 compares estimation and real synthesis by using different design points of an application from the domain of digital signal processing. Different design points means that either the whole application or only parts of it have been estimated/synthesized. Table I shows more results of other application, each time comparing three different design points. As can be seen, all estimation results are in the same order of magnitude. The estimation times are only a few seconds to a few minutes as opposed to results obtained by synthesis who took in most cases several hours. So, our estimation method is well suited for fast
design space explorations as well as high–level estimations to guide the designer during decisions like hardware/software partitioning.

As can be observed, in most cases the number of estimated gate equivalents is larger than the according number obtained by synthesis. This is due to the fact that all the optimization steps carried out in high–level synthesis, RTL synthesis and logic synthesis cannot — by principle — be taken into consideration during estimation.

The superiority of our approach in terms of accuracy and run-time as opposed to other estimation approaches is due to the following aspects: we perform a scheduling before estimation of hardware effort, we use an advanced method for path calculation [14], we rely on a fixed sequence of estimation (first modules, then data registers and finally multiplexer) and last but not least we separate data path and control path estimation meaning that control path estimation is tailored to the high–level synthesis system whereas data path estimation is more generic.

IV. ESTIMATING HARDWARE/SOFTWARE COMMUNICATION

Our hardware/software model is as follows: a software program is executed on a standard processor core. At several points in the program a hardware routine is called, thereby transmitting control from software to hardware. After the hardware part has completed execution, control is given back to the software. When control is transmitted, also data has to be transferred from software to hardware and vice versa since both sides may operate on the same data. The estimation technique presented here, estimates this communication.

A. The estimation approach

Fig.7 gives an example of our model for communication estimation. The boxes on the left hand side symbolize a software program, the boxes on the right hand side symbolize hardware i.e. algorithms or part of algorithms that are implemented as a synthesized hardware. In the middle there are different sections of shared memory where communication is performed through. All arcs are shown symbolize data transfers. For the purpose of simplicity, arcs representing control transmission, are omitted. Our communication model takes into consideration the data transfer into the shared memory and the data transfer from the shared memory into the processor or into the hardware. The effort for transmitting control from software to hardware or vice versa, is not reflected in our estimation technique since we found out that this part is pretty small. So, for one piece of hardware $o_i$ that is called by software, the following communication overhead arises:

$$T_{Trans,SW}^{o_i} = T_{Trans,SW}^{o_i} + T_{Trans,mem}^{o_i}$$

The first part stems from transferring data from software to shared memory whereas the second part stems from transferring data from the shared memory into the hardware. A similar communication effort arises when control is from hardware to software. In a real implementation this would mean a very large communication effort. What happens in reality is: data that is already in hardware (e.g. produced by hardware piece $o_i$ in the fig.) and used by another piece of hardware (e.g. $o_j$ in fig.7) will be directly transferred between these two hardware parts without the detour through the shared memory, as applicable. The problem is that estimating this more sophisticated way of communication is a very computation intensive task: each piece of hardware can potentially transmit data to each other piece of hardware, implying a number of $2^N$ possible transfers, with $N$ the number of all hardware pieces. This is a cumbersome way for estimation because of large estimation times. Fortunately, we observed that the greatest amount of communication arises between adjacent hardware pieces i.e. those hardware pieces that are executed consecutively. Therefore, we restrict our estimation only to those transfers. So, we make use of the so–called locality of reference which means that data is likely to be used where it is produced.[15] Fig.8 shows the algorithm for our estimation technique. The following conventions are valid: $o_i$ is the current piece of hardware, $o_{i-1}$ and $o_{i+1}$ are the pieces of hardware that precede and succeed $o_i$ in the control flow, respectively. Furthermore, gen[0] means the set of all variables defined in piece $o$ and use[0] means the set of all variables used in piece $o$.

Line (1) estimates the communication overhead of data transfers from software into the shared memory according to equation 1. If there is a preceding piece of hardware (2), the communication is reduced by that portion of variables that are used and defined in the preceding piece, meaning that a direct transfer among the hardware pieces can be performed without the detour through the shared memory. The communication overhead from hardware to software is calculated in a similar manner (lines (3) to (4)). Finally, the total communication is calculated (5).

$^3$gen and use have the same meaning as defined in [15].
In the previous sections, we pointed out that our estimation technique is well suited for usage in design space exploration and for guiding the partitioning of a system into hardware and software parts.

As an example for the application of our fast estimation techniques, we present a dynamically weighted cost function that aims at minimizing both, hardware effort and execution time of a hardware/software system. However, the whole optimization algorithm is not presented here since it is already published in [16]. Here, we concentrate on the new part of the dynamically weighted cost function and present new encouraging results in section VI.

V. APPLYING OUR FAST ESTIMATION TECHNIQUES FOR HARDWARE/SOFTWARE PARTITIONING

In the previous sections, we pointed out that our estimation techniques are well suited for usage in design space exploration and for guiding the process of partitioning a system into hardware and software parts.

As an example for the application of our fast estimation techniques, we present a dynamically weighted cost function that aims at minimizing both, hardware effort and execution time of a hardware/software system. However, the whole optimization algorithm is not presented here since it is already published in [16]. Here, we concentrate on the new part of the dynamically weighted cost function and present new encouraging results in section VI.

A. Dynamically weighted cost function

It is assumed that for the purpose of hardware/software partitioning an optimization algorithm is used which optimizes by iterative improvement. That means, for each proposed hardware/software partitioning the cost function calculates the cost in terms of the design goals (in our case meeting real-time constraints and minimizing the hardware effort). The optimization algorithm proposes a new hardware/software partitioning until no more improvements are possible. Our optimization procedure has been presented in [16]. Here we concentrate on our new cost function that is dynamically weighted in order to minimize the hardware effort while meeting real-time constraints.

The cost function is defined as follows:

\[
Cost = a \cdot cost_T(T_{sys}) + b \cdot w_{area} \frac{Area}{A}.
\]  

(2)

We will discuss the single components in the following, especially the weighting factor \( w_{area} \) which varies dynamically, dependent on how close the time constraint is met. A static weighting by using the two constant factors \( a \) and \( b \) only is not sufficient for our purpose of meeting a real-time constraint and minimizing the hardware effort at the same time. But before, let us discuss another problem: since time and area have different physical units, we have to normalize our components. As for the hardware component, we calculate the area of a piece of hardware (using our estimation method presented in section III) and divide it by the average area of all other pieces of hardware \( \bar{A} \). Consequently, we get a relative number that in average close to 1.

The time component is normalized as follows:

\[
\begin{align*}
\text{cost}_T(T_{sys}) &= \left( \frac{T_{sys} - T_{constr}}{\frac{T_{sys} - T_{constr}}{T_{constr}} + 1} \right) + 1
\end{align*}
\]

Here, \( T_{constr} \) is the real-time constraint and \( T_{sys} \) is the current execution time of the system. Since our aim is

\[
T_{sys} \leq T_{constr}
\]
we define the deviation \( |T_{sys} - T_{constr}| \) as cost and put it in relation to \( T_{constr} \) in order to get a unit-less number that can be combined with the area component. The constant 1 is added for the case where \( T_{sys} = T_{constr} \), meaning that in that case the area component would totally dominate unless we add 1.

So far, the cost function has been built straight forward. However, we would never gain our aim of meeting a real-time constraint and minimizing the hardware effort unless we would care about \( w_{area} \). A desirable behavior of \( w_{area} \) would be that it is 0 when we are far away from meeting the real-time constraint. This means that in such cases timing behavior is optimized exclusively. But when \( T_{sys} \) is close to \( T_{constr} \), the area component should start to become more and more influence until \( T_{sys} \) is almost equal to \( T_{constr} \) where \( w_{area} \) should be maximum. This is a dynamically weighting, meaning that \( w_{area} \) is dependent on the timing component. The following definition fulfills the desirable behavior:

\[
w_{area}(T_{sys}) = \begin{cases} 
\frac{T_{sys} - T_{thr}}{T_{constr} - T_{thr}} : T_{thr} \leq T_{sys} \leq T_{constr} \\
\frac{T_{constr} - T_{sys}}{T_{constr} - T_{thr}} : T_{sys} \leq T_{constr} \\
0 : \text{else}
\end{cases}
\]

The value of \( T_{thr} \) is obtained by experience. In a more apparent way, \( w_{area} \) is shown in figure 10. Unless the system timing \( T_{sys} \) is far away from \( T_{constr} \), \( w_{area} = 0 \). If \( T_{sys} \) is close to \( T_{constr} (T_{thr}) \), \( w_{area} \) starts to increase until it becomes maximum (i.e. 1). Now the area component is dominating over the time component. This is desirable since the time at this stage has already been optimized. So, the dynamically weighting offers the possibility of separating area and time dependent on the current state — without switching to another cost function (this might be very computation intensive). By means of the factors \( a \) and \( b \) in equation 2 it is possible to control the extent to which the area component should dominate during the end-phase of the optimization procedure.

The experiments presented in the next section will show that this technique is superior to techniques that combine time and area in a fixed manner or that do not consider area as a minimization goal.

In the sections III and IV results solely demonstrating the advantage of the particular estimation technique, have been presented. In this section we present results that make use of the techniques described there as well of the estimation techniques already published ([17, 14]). These techniques are applied to a cost function that aims at meeting real-time constraints while minimizing the hardware effort of a system-on-a-chip. The main feature of that cost function is the dynamically weighted area component as described in the previous section.

The applications have a size between about 50 lines of code and about 600 lines of C code. They are a smoothing algorithm, contour detection, an HDTV chroma key algorithm, a hash function and a simulation program for a spacecraft. The results are summarized in table II.

The six applications are listed in columns three to eight. Rows one and three show the according hardware effort (in gate equivalents) and rows two and four hold the execution times (in clock cycles) of each application. There are two areas in the table: the first two rows belong to a cost function that does not feature a dynamically weighted component for the hardware effort whereas rows three to four belong to the cost function described in section V. It can be seen that the hardware effort with the dynamically weighted hardware component ("with") is in most cases smaller than in the case without ("w/o"). Thereby — and that is very important — the execution time of the application is only slightly different or it is even the same. This reflects that our cost function can find better solutions as opposed to a cost function that has no dynamically weighted hardware component. The percentage in hardware savings is summarized in fig. 11.

Another important result is that all design points could be obtained within a few minutes. As a consequence, our estimation techniques are well suited for fast design space analysis to explore a hardware/software system.
VII. CONCLUSION

In this paper we have presented a fast high-level estimation technique for the hardware effort as well as a fast estimation techniques for estimating hardware/software communication. In the second part of this paper we applied these estimation techniques together with a fast hardware run-time and software run–time estimation technique ([17, 14]) to a cost function that combines a run–time constraint and a constraint to minimize the hardware effort. This was possible through a technique of dynamically weighting the hardware effort component. The results have shown that this cost function in conjunction with the fast estimation techniques leads to cheaper implementation cost (less hardware effort) while still meeting the timing constraints. So, our technique is well suited for fast design space explorations that can support a designer by decisions like hardware/software partitioning.
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