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Abstract — An increasing number of components in embedded systems are implemented by software running on embedded processors. This trend creates a need for compilers for embedded processors capable of generating high quality machine code. Particularly for DSPs, such compilers are hardly available, and novel DSP-specific code optimization techniques are required. In this paper we focus on efficient address computation for array accesses in loops. Based on previous work, we present a new and optimal algorithm for address register allocation and provide an experimental evaluation of different algorithms. Furthermore, an efficient and close-to-optimum heuristic is proposed for large problems.

I. INTRODUCTION

A promising approach to achieve reduced design cycle times for embedded VLSI systems is indicated by the recent trend to migrate from hardware to software implementation of system components. In contrast to custom hardware, software executed on embedded processors offers higher flexibility and also facilitates reuse of predefined system components.

Even though construction of software compilers for programmable processors has been subject to intensive research for decades, recent surveys [1, 2] show, that software development still is a bottleneck for embedded processors, because of unacceptable code quality of high-level language compilers. Therefore, time-consuming assembly-level programming is often the only feasible alternative. In particular, this holds for digital signal processors (DSPs). Many current C compilers for DSPs have been shown to produce very poor code [1].

While compilers for general-purpose computers usually have to be very fast, lower compilation speed is acceptable for embedded software development. Based on this paradigm, progress in code quality has been made by novel techniques for phase coupling, i.e., a tight integration of code selection, register allocation, and scheduling during code generation [3].

A rather new area of DSP code optimization is memory address generation. DSPs are equipped with dedicated address generation units (AGUs), capable of performing pointer arithmetic in parallel to the central data path. High utilization of AGUs achieved by special compilation techniques increases potential parallelism and therefore allows for more compact machine code.

In this paper, focus is on efficient generation of memory addresses for array references in loops. More specifically, we present algorithms that answer the question: Given a loop with a certain array reference pattern, what is the minimum number of address registers (ARs) needed to avoid code size and speed overhead due to explicit address computations? We discuss two heuristic algorithms and combine them to a new and optimal AR allocation algorithm. Furthermore, we provide experimental results for all three algorithms.

The organization of the paper is as follows. In section II, we define the problem of AR allocation encountered in DSP programming. Section III outlines related work in the area. In sections IV and V, we summarize two heuristic algorithms for AR allocation. In section VI we show how to utilize both algorithms for an optimal branch-and-bound procedure. Section VII gives an experimental evaluation of the three algorithms, and the paper ends with concluding remarks.

II. PROBLEM DEFINITION

The design of address generation units (AGUs) in DSPs is guided by the general observation, that DSP algorithms such as digital filters show a high locality in accessing elements of data arrays. That is, the address distance of subsequently accessed array elements is frequently bounded by a small constant. Furthermore, array index expressions tend to be rather simple and mostly require an addition of a loop control variable and a constant. In many other cases, such a simple form can be constructed by induction variable elimination [4].

In order to effectively support these special circumstances, AGUs in DSPs are capable of post-modify operations on ARs. For an AR $R$, a post-modify operation is an assignment $R := R + d$, which increments (or decrements) $R$ by some constant integer modify value $d$. If the address computations for two subsequent array references, say $A[i]$ and $A[i + d]$, are implemented by the same AR $R$, then executing the post-modify operation $R := R + d$ on $R$ after the access to $A[i]$ provides the necessary next address for accessing $A[i + d]$.

This AGU scheme is found in many DSPs, such as Motorola DSP56k and Texas Instruments TMS320C2x/5x. The corresponding AGU architecture is sketched in fig. 1 a). The address register pointer is usually part of the
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instruction word, so that switching between ARs does not require an extra instruction.

In such an architecture, the range of modify values that can be implemented efficiently is restricted to a maximum modify range $M$. For $d \in [-M, M]$ a post-modify operation $R := R + d$ can be executed by the AGU resources only and thus in parallel to other data path operations. We call this a zero-cost address computation.

Larger modify values are still possible, but for $|d| > M$, an extra instruction word in the machine code is necessary, since the encoding of large $d$ values no longer fits into the limited instruction word-length. Since such an address computation cannot be parallelized, also an additional cycle in the machine program is incurred. Thus, whenever the address distance between two subsequent memory accesses is larger than $M$, and both accesses take place via the same AR, then a unit-cost address computation is required (fig. 1 b). For sake of exposition, we assume $M = 1$ (auto-increment/decrement) in the following, although the presented algorithms work for arbitrary $M$ values.

Given a sequence of array references in a loop, one must organize address computations in such a way, that the use of unit-cost address computations is minimized. If the organization is such that only zero-cost address computations are required, we call this a zero-cost solution. Zero-cost solutions are highly desirable, since the speed penalty of each unit-cost address computation is multiplied by the (usually large) number of loop iterations. Due to the limited number of available registers, it is reasonable to minimize the number of registers used for array index computation by sharing of ARs. An extension of the work presented here, capable of handling register constraints, is described in [5].

Two array references $a_1$ and $a_2$ within a loop body can potentially share an AR, if the distance of the memory locations accessed by $a_1$ and $a_2$ is constant over all loop iterations. The relation $"a_1$ and $a_2$ can share an AR" is normally static so that it can be analyzed at compile time. It induces a partitioning of the set of array references in a loop into disjoint groups. We now consider optimized address computation for each of these groups separately, that is, we focus on loops of the form

$$\text{for } (i = N_1; i <= N_2; i++)$$

$$\text{\{ array reference } a_1$$

$$\text{array reference } a_2$$

$$\text{...}$$

$$\text{array reference } a_n$$

$$\text{\}}$$

Each array reference $a_j = A[i+d]$ is characterized exactly by its integer offset value $f(a_j) = d$. As an example, consider the following reference pattern with respect to some array $A$.

$$\text{for } (i = 2; i <= N; i++)$$


A naive approach to obtain a zero-cost solution is to allocate a separate register $R_i$ for each reference $a_i$. Before the loop is executed, each register $R_i$ is initialized with the address of the first array element that will be accessed by reference $a_i$ in the loop. Within the loop body, only a zero-cost address computation (auto-increment) on $R_i$ is required in order to generate the address for $a_i$ in the next loop iteration. However, this solution consumes many registers. Now consider another extreme solution using only a single AR $R_1$. This would lead to the following addressing scheme for the above example, given in a C-like notation:


$$\text{for } (i = 2; i <= N; i++)$$

$$\text{\{ */ a_1 */ R1 -- /* access } A[i+1] */ */ a_2 */ R1 += 2 /* access } A[i] */ */ a_3 */ R1 -= 3 /* access A[i+2] */ */ a_4 */ R1 += 2 /* access } A[i-1] */ */ a_5 */ R1 -- /* access } A[i+1] */ */ a_6 */ R1 += 2 /* access } A[i] */ */ a_7 */ R1 -= 4 /* access } A[i-2] */ \}}$$

All array references share the same AR, and except for the initialization, each array reference is computed by a post-modify operation on $R_1$. In the last control step (7), the address for the first reference in the next loop iteration needs to be computed. One obtains a solution with a cost of 5, because there are 5 unit-cost and only 2 zero-cost (auto-decrement) address computations. This implies an overhead of 5 extra instructions for address computation in each loop iteration.

In order to minimize such overhead, code optimization techniques are required which read an array reference pattern of a loop body and compute good address generation schemes. This can be done based on the graph model specified as follows:

**Definition:** Let $(a_1, ..., a_n)$ be a sequence of array references in a loop. For all $a_i, a_j$, with $1 \leq i < j \leq n$, the intra-iteration distance $\delta(a_i, a_j) := f(a_j) - f(a_i)$
is the (constant) offset difference between \(a_i\) and \(a_j\) in a fixed loop iteration. Let \(S\) be the loop step-width. The **inter-iteration distance** \(\delta'(a_i, a_j) := -\delta(a_i, a_j) + S\) is the (constant) offset difference between \(a_j\) in the *current* loop iteration and \(a_i\) in the *following* iteration.

Let \(M\) denote the maximum modify range. The **distance graph** \(G = (V, E)\) is a directed acyclic graph (DAG) with \(V = \{a_1, \ldots, a_n\}\). The edge set \(E\) contains all edges \(e = (a_i, a_j)\) with \(1 \leq i < j \leq n\) and \(|\delta(a_i, a_j)| \leq M\).

An edge \(e = (a_i, a_j)\) is present in \(E\), if using the same AR for both \(a_i\) and \(a_j\) allows for generating the address for \(a_j\) from the address for \(a_i\) with a zero-cost address computation. Fig. 2 shows the distance graph for our above example loop and \(M = 1\). According to the definition of the distance graph \(G = (V, E)\), any subsequence \((a_{k_1}, \ldots, a_{k_m})\) of an array reference sequence \((a_1, \ldots, a_n)\) can be implemented by zero-cost address computations, only if for all \(k_i, k_j\) with \(i < j\) the edge \(e = (a_{k_j}, a_{k_i})\) is present in \(E\). That is, there must exist a path \(P = (a_{k_1}, \ldots, a_{k_m})\) in \(G\). However, since the address of reference \(a_{k_i}\) for the next loop iteration must be computed from the address of \(a_{k_i}\) in the *current* iteration, it must be also ensured that the distance between those two addresses does not exceed the maximum modify range \(M\). Otherwise, a unit-cost address computation would be required.

In summary, minimizing the number of ARs required for a zero-cost solution is equivalent to solving the following problem.

**Definition:** Let \(G = (V, E)\) with \(V = \{a_1, \ldots, a_n\}\) be the distance graph of a loop, and let \(M\) be the maximum modify range. The problem of **AR allocation** is to find a minimum path cover of \(G\), i.e., a minimum number \(K\) of node-disjoint paths \(P_1, \ldots, P_K\) in \(G\), such that all nodes in \(V\) are touched by exactly one path, and for each path \(P_k = (a_{k_1}, \ldots, a_{k_m})\) it holds that \(|\delta'(a_{k_1}, a_{k_m})| \leq M\).

**III. Related work**

There is a large amount of results on general compiler optimization techniques aiming at maximizing instruction-level parallelism within loops. However, DSP-specific loop optimizations are still few. Nicolau et al. [6] have proposed assignment algorithms for data registers in loops without emphasis on memory address generation. Bartley [7] has proposed an algorithm that optimizes address computations for *scalar* variables. His work has later been improved and generalized [8, 9, 10].

Liem [11] has implemented a tool for a variant of the AR allocation problem for arrays. Unfortunately, no concrete algorithms have been published, but his results indicate that optimizing array index computation yields significant improvements in code size (up to 30%) and speed (up to 60%) for C programs, as compared to non-optimized array addressing.

**IV. The Matching-Based Algorithm**

In [12] is has been proposed to apply a matching-based algorithm developed in the area of graph theory [13] to AR allocation. This algorithm computes a minimum path cover of the distance graph, however without considering post-modify operations across loop iteration boundaries. That is, in our terms, the constructed paths \(P_k = (a_{k_1}, \ldots, a_{k_m})\) do not necessarily satisfy \(\delta'(a_{k_1}, a_{k_m})\) \(\leq M\). As a consequence, unit-cost address computations can be incurred, unless the computed cover by coincidence represents a zero-cost solution.

The matching-based algorithm works as follows. Given a distance graph \(G = (V, E)\), a bipartite graph \(G' = (V', E')\) is built. For each \(v \in V\), its node set \(V'\) contains two nodes \(v'\) and \(\bar{v}\). For all \((u, v) \in E\), the edge set \(E'\) contains \((u, v')\). On \(G'\) a maximum cardinality matching \(Z \subseteq E'\) is computed. \(Z\) is a maximum set of nonincident edges in \(E'\). Since \(G'\) is bipartite, computation of \(Z\) can be performed in \(O(|V'|^2 \cdot \sqrt{|V'|})\).

It is shown in [13] that an edge \(e = (u, v)\) of the original graph \(G\) is part of an optimum path cover, if and only if the corresponding edge \(e' = (\bar{u}, v')\) is contained in the matching \(Z\). Fig. 3 shows the result of applying the matching-based algorithm to the example from fig. 2. The number of allocated ARs can be easily computed from \(G, G'\), and \(Z\): Remove all edges \(e = (u, v) \in E\), for which the corresponding edge \(e' = (\bar{u}, v')\) is not contained in the matching \(Z\). Then, the number of registers is equal to the number of connected components (i.e. node-disjoint paths) in \(G\). This number can be determined in \(O(|V| + |E|)\).
Using the matching-based algorithm, we obtain the following address generation scheme with two ARs:

```
for (i = 2; i <= N; i++)
{ /* a_1 */
  *R1 -- /* access A[i+1] */
  *a_i -- /* access A[i] */
  *a_i+2 -- /* access A[i+2] */
  *a_i+4 -- /* access A[i+4] */
  *a_i+6 -- /* access A[i+6] */
  *a_i+7 -- /* access A[i+7] */
}
```

Since the matching-based algorithm neglects inter-iteration distances, two-unit-address computations on R1 and R2 must be executed at the end of each iteration. The algorithm presented in the following section guarantees to avoid such overhead at the expense of additional registers.

V. The path-based algorithm

If address computations between subsequent loop iterations are neglected, then the matching-based algorithm computes an optimal solution in polynomial time. However, if each path $P_i = (a_{i1}, a_{i2}, ..., a_{ik})$ must satisfy $|\delta(a_{i1}, a_{ik})| \leq M$, then the problem becomes more complex. This can be seen by including inter-iteration distances in the distance graph model:

**Definition:** Let $G = (V, E)$ with $V = \{a_1, ..., a_n\}$ be the distance graph of a loop. The **extended distance graph** is a DAG $G' = (V', E')$ with $V' = V \cup \{a'_1, ..., a'_m\}$, where each node $a'_i \in V$ represents the array reference $a_i$ in the following loop iteration, and

$$E' = E \cup \{(a_j, a'_j) | 1 \leq i \leq j \leq n \land |\delta(a_i, a_j)| \leq M\}.$$  

Presence of an edge $e = (a_j, a'_j)$ in $E'$ indicates that if the references $a_j$ and $a'_j$ share an AR $R$, then the address computation on $R$ between loop iterations can be implemented at zero cost. Thus, computing a zero-cost solution with a minimum number of ARs is equivalent to covering all nodes $\{a_1, ..., a_n\}$ in the extended distance graph by a minimum number of node-disjoint paths $P_1, ..., P_k$, such that if a path $P_k$ starts in node $a_i$ it must end in node $a'_i$. As this problem comprises the decision whether a DAG can be covered by two node-disjoint paths with given start and end nodes. Since this problem is NP-complete [14] the AR allocation problem is (most likely) of exponential complexity.

One can compute a (potentially suboptimal) solution efficiently by the following path-based heuristic, a variant of which has been described in [15].

1. Given a distance graph $G = (V, E)$, construct the extended distance graph $G' = (V', E')$ with $V = \{a_1, ..., a_n\} \cup \{a'_1, ..., a'_m\}$, and assign a unit weight to each edge $e \in E'$.

2. Let $a_k$ be the source node in $\{a_1, ..., a_n\} \subseteq V'$ with minimum index, i.e., there is no node $a_j$ with $(a_j, a_i) \in E'$ and $j < i$. Compute the longest path $P = (a_i, a_{i1}, ..., a_{ik}, a'_j)$ in $G'$ between $a_i$ and $a'_j$. If $P$ does not exist then stop, because no zero-cost solution is possible.

3. Allocate a new AR for the array reference represented by the nodes $\{a_k, a_{i1}, ..., a_{ik}\}$ in path $P$. Remove these nodes as well as the nodes $\{a'_j, a'_{i1}, ..., a'_{ik}\}$ from $G'$, and remove all their incident edges.

4. If $G'$ is not empty goto step 2, else stop and return the number $r$ of allocated registers.

Computation of longest paths takes $O(|V'| \cdot |E'|)$. In the worst case, each execution of step 3 removes only a single node pair $(a_k, a'_j)$ from $G'$. Therefore, the runtime of the algorithm is bounded by $O(|V'|^2 \cdot |E'|)$. Fig. 4 shows the extended distance graph for our example loop. The path-based algorithm produces a zero-cost solution with four ARs:

```
for (i = 2; i <= N; i++)
{ /* a_1 */
  *R1 -- /* access A[i+1] */
  *a_i -- /* access A[i] */
  *a_i+2 -- /* access A[i+2] */
  *a_i+4 -- /* access A[i+4] */
  *a_i+6 -- /* access A[i+6] */
  *a_i+7 -- /* access A[i+7] */
}
```

VI. The branch-and-bound algorithm

The matching-based algorithm computes an optimal number of registers for a relaxed problem definition, and thus gives a lower bound on the minimum number of
ARS. The path-based algorithm emits a potentially suboptimal number of ARs, but guarantees a zero-cost solution. Therefore, it provides an upper bound. Using these bounds one can decide, whether or not a certain edge \( e \) of the distance graph must be included in the minimum path cover. An optimum solution to the AR allocation problem is therefore obtained by the following branch-and-bound algorithm:

**Algorithm MinRegs**

**Input:** distance graph \( G = (V, E) \)

**Output:** minimal number of ARs

1. If \( E = \emptyset \), then stop and return \(|V|\).

2. Call the matching-based algorithm for \( G \), which returns a number \( r_M \) of ARs. If the matching-based algorithm (by coincidence) yields a zero-cost solution, then stop and return \( r_M \) because in this case \( r_M \) is the minimum number of registers.

3. Compute an initial upper bound \( U \) on the minimum number of registers by the path-based algorithm.

4. Select a feasible edge \( e = (a_i, a_j) \in E \). An edge \( e = (a_i, a_j) \) is feasible, if and only if there exist a path \( (a_i, \ldots, a_j) \) in the extended distance graph for \( G \). Only feasible edges can lead to a zero-cost solution. If there are no more feasible edges, then stop and return \( U \).

5. Construct a new distance graph \( G' = (V, E - \{e\}) \) which results from \( G \) by deleting edge \( e \) from \( E \). \( G' \) represents the problem if edge \( e \) is explicitly excluded from the path cover.

6. Construct a new distance graph \( G_e = (V', E') \), so that \( V' = V - \{a_j\} \) and

\[
E = \left( (E - \{(a_i, a_k) \in E \mid a_k \in V\}) \right) - \{(a_k, a_j) \in E \mid a_k \in V\}) \cup \{(a_i, a_k) \mid (a_j, a_k) \in E\}
\]

This construction corresponds to merging the nodes \( a_i \) and \( a_j \), so that \( G_e \) represents the problem if \( e \) is explicitly included in the path cover.

7. Compute lower bounds \( L_e \) for \( G_e \) and \( L_{G_e} \) for \( G_e \) by the matching-based algorithm.

8. If \( L_e > U \) then all solutions for \( G_e \) are suboptimal, and edge \( e \) must be selected. Return \( \text{MinRegs}(G_e) \).

9. If \( L_{G_e} > U \) then all solutions for \( G_e \) are suboptimal, and \( e \) must be discarded. Return \( \text{MinRegs}(G_e) \).

10. If \( L_e \leq L_e \) then compute \( r_e := \text{MinRegs}(G_e) \). If \( r_e < U \) then set \( U := r_e \).

\[
\text{Compute } r_e := \text{MinRegs}(G_e).
\]

Otherwise \( (L_e > L) \) compute \( r_e := \text{MinRegs}(G_e) \). If \( r_e < U \) then set \( U := r_e \).

\[
\text{Compute } r_e := \text{MinRegs}(G_e).
\]

11. If \( r_e < r_e \), then select \( e \), otherwise discard \( e \). Return \( \min(r_e, r_e) \).

The worst case runtime of this branch-and-bound algorithm is exponential in \(|E|\). However, pruning the search space in steps 7—9 guarantees much lower runtime in most cases. Applying this algorithm to our example loop yields the following zero-cost solution with only three registers (fig. 5):
dure. The measured CPU times both for the matching-based and the path-based algorithm are always less than 10 ms, and can thus be neglected. Finally, column 7 shows the average overhead in percent of the path-based heuristic as compared to the optimum number of registers.

The matching-based heuristic performs better than expected with respect to the incurred unit-cost address computations: For almost all parameter settings, the average incurred cost is less than 1, so that the code size penalty is very low. However, as array references within loops may be executed thousands of times, the program speed penalty is still significant. This penalty is avoided by the path-based algorithm which consumes more registers. However, comparing its results to the optimum solutions shows that the path-based algorithm performs very well in most cases, with an average overhead of less than 6%. The branch-and-bound algorithm always produces optimal results, but an acceptable computation time is probably exceeded beyond \( n = 20 \). For realistic problems, however, this is a relatively large number of array references.

**VIII. Conclusions**

In this paper, we have discussed algorithms for DSP address register allocation, which aim at minimizing code size and speed overhead caused by address computation for array references in loops. We have shown how two earlier heuristic algorithms can be embedded into a branch-and-bound procedure which avoids any overhead and emits the minimal number of registers. Our experimental evaluation indicates that it is fast enough for most practical problems. For very large problems, it may be substituted by the proposed path-based algorithm. This heuristic was shown to be efficient and to produce close-to-optimum results. The algorithms are easy to implement and can be immediately used as subroutines in DSP compilers. Future work could deal with generalizing the algorithms for nested loops.
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**TABLE 1**

**Experimental results**

<table>
<thead>
<tr>
<th>parameter</th>
<th># registers</th>
<th># unit-cost address comp.</th>
<th># registers</th>
<th># registers</th>
<th>CPU sec</th>
<th>overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>matching-based</td>
<td></td>
<td>path-based</td>
<td>B&amp;B</td>
<td>B&amp;B</td>
<td></td>
</tr>
<tr>
<td>n = 5</td>
<td>2.05</td>
<td>0.18</td>
<td>2.18</td>
<td>2.15</td>
<td>&lt; 0.01</td>
<td>1.39%</td>
</tr>
<tr>
<td>n = 10</td>
<td>2.65</td>
<td>0.36</td>
<td>2.87</td>
<td>2.79</td>
<td>0.01</td>
<td>3.19%</td>
</tr>
<tr>
<td>n = 15</td>
<td>2.94</td>
<td>0.54</td>
<td>3.27</td>
<td>3.11</td>
<td>0.13</td>
<td>5.10%</td>
</tr>
<tr>
<td>n = 20</td>
<td>3.18</td>
<td>0.66</td>
<td>3.58</td>
<td>3.36</td>
<td>2.63</td>
<td>6.84%</td>
</tr>
<tr>
<td>n = 25</td>
<td>3.29</td>
<td>0.79</td>
<td>3.81</td>
<td>3.49</td>
<td>31.01</td>
<td>9.66%</td>
</tr>
<tr>
<td>D = 4</td>
<td>1.54</td>
<td>0.21</td>
<td>1.65</td>
<td>1.56</td>
<td>5.48</td>
<td>5.37%</td>
</tr>
<tr>
<td>D = 8</td>
<td>2.07</td>
<td>0.39</td>
<td>2.30</td>
<td>2.17</td>
<td>14.78</td>
<td>5.94%</td>
</tr>
<tr>
<td>D = 16</td>
<td>3.05</td>
<td>0.61</td>
<td>3.44</td>
<td>3.24</td>
<td>4.45</td>
<td>6.23%</td>
</tr>
<tr>
<td>D = 32</td>
<td>4.63</td>
<td>0.81</td>
<td>5.18</td>
<td>4.94</td>
<td>2.50</td>
<td>4.93%</td>
</tr>
<tr>
<td>M = 1</td>
<td>5.11</td>
<td>1.09</td>
<td>5.75</td>
<td>5.63</td>
<td>15.89</td>
<td>2.18%</td>
</tr>
<tr>
<td>M = 3</td>
<td>3.08</td>
<td>0.53</td>
<td>3.41</td>
<td>3.17</td>
<td>10.29</td>
<td>7.61%</td>
</tr>
<tr>
<td>M = 7</td>
<td>1.84</td>
<td>0.28</td>
<td>2.05</td>
<td>1.85</td>
<td>0.73</td>
<td>10.49%</td>
</tr>
<tr>
<td>M = 15</td>
<td>1.25</td>
<td>0.12</td>
<td>1.36</td>
<td>1.26</td>
<td>0.11</td>
<td>7.91%</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.86%</td>
</tr>
</tbody>
</table>