Abstract

In order to simplify a synthesis task for particularly hard functions it is sometimes inevitable to decompose the function in a preprocessing step. We propose a new algorithm for automatically decomposing a target function by extracting a linear filter within the synthesis process. The algorithm is an application of the Linear Sifting algorithm which has been proposed in [6]. Using this method we were able to synthesize functions with standard tools which fail otherwise.

1 Introduction

Decomposition techniques date back to the very early days of computer-aided circuit design [5]. By revealing the structural properties of a switching function it is possible to establish representations by means of several simpler functions. Utilizing these functional properties enables us to decompose large and complex circuits into a system of smaller subcircuits which may be readily available and economically maintained.

Recent developments concerning symbolic representations of switching functions by means of decision diagrams [2] have renewed the interest in decomposition techniques [3, 11]: By extracting functional properties and decomposing the switching functions the well-known power of symbolic manipulation techniques can be even further extended.

In particular, the recent work [3] dealt with the problem that most multi-level synthesis tools like SS run into severe problems for complex functions. By decomposing the circuit into the cascade of two suitable subcircuits the synthesis task can be simplified. However, efficient algorithms to find such a decomposition are available only for very specific types of decomposition. An attractive candidate to divide the function \( f \) into a linear block \( \sigma \) and a non-linear block \( f' \) (see Fig. 1, [15]) such that \( f(x) = f'(\sigma(x)) \). The main synthesis task now is to find a linear block \( \sigma \) that minimizes the complexity of \( f \).

In [3] this problem has been tackled by methods of spectral analysis. However, although there is a well-established theory on these techniques [4] the practical implementation of these ideas leads to very complex algorithms and the improvements are limited. Hence, an important question is not only to find better algorithms but also to find algorithms which can be integrated much more easily into existing design systems.

\[ f \quad \longrightarrow \quad \sigma \quad \longrightarrow \quad f' \]

Figure 1: Linear decomposition.

In this paper we propose to use the Linear Sifting algorithm [6] for the computation of the linear block \( \sigma \). This algorithm is an extension of the well-known Sifting algorithm [12], which is currently the state-of-the-art method for finding good variable orderings of binary decision diagrams. In the Linear Sifting algorithm, not only swaps of two neighboring variables are applied as elementary operations, but also linear transformations among neighboring variables. This algorithm modifies a given function, but preserves the canonicity in representation and the efficiency of manipulation. We show in what respect Linear Sifting can be used to perform the above mentioned synthesis task, and we prove the validity of our approach by experimental results.

The paper is structured as follows: In Section 2 we recall definitions relevant to decision diagrams and linear transformations. In Section 3 we review the approach of [3] based on spectral analysis. In Section 4 we present our new approach based on Linear Sifting and contrast it to the existing approach. Experimental results are given in Section 5. Finally, the ideas and results are summarized.

2 Preliminaries

2.1 Binary Decision Diagrams

Ordered binary decision diagrams (OBDDs) [2] are rooted directed acyclic graphs representing switching functions. Each OBDD has two sink nodes which are labeled 1 and 0. Each internal \((=\) non-sink\) node is labeled by an input variable \(x_i\) and has two outgoing edges, labeled 1 and 0. A linear variable order \(\pi\) is placed on the input variables. The variable occurrences on each OBDD-path have to be consistent with this order. An OBDD computes a switching function \( f : B^n \rightarrow B \), \( B = \{0, 1\} \), in a natural manner: each assignment to the input variables \(x_i\) defines a unique path through the graph from the root to a sink. The label of this sink defines the value of the function on that input.

The OBDD is called reduced if it does not contain any vertex \(v\) such that the 0-edge and the 1-edge of \(v\) lead to the same node, and it does not contain any distinct vertices \(v\) and \(v'\) such that the subgraphs rooted in \(v\) and \(v'\) are isomorphic. It is well-known that reduced OBDDs are a unique representation of switching functions \( f : B^n \rightarrow B \) with respect to a given variable order [2]. The size of an OBDD is the number of its nodes. Several functions can be represented by a multi-rooted graph called shared OBDD. In the following, all functions are represented by a shared OBDD. Furthermore, typical OBDD-implementation use an additional edge attribute to represent a function and its complement by the same subgraph.

2.2 Linear Transformations

A Boolean function \( \sigma : B^n \rightarrow B^n \) is called linear if there exists an \(n \times n\)-matrix \(m_\sigma\) with Boolean entries such that \( \sigma(x) = m_\sigma \cdot x \) where the matrix product \(m_\sigma \cdot x\) is evaluated over the Galois

\[ B \times B \rightarrow B \]
field $GF(2)$. Of course, $\sigma$ and $m_{x}$ can be used interchangeably. Additionally we allow to complement some bits of $\sigma(x)$.

### 3 Synthesis by Spectral Analysis

In this section we revisit the algorithm of [3]. This description will form the basis for the development and judgement of our algorithm.

The problem: Given a Boolean function $f : \mathbb{B}^{n} \rightarrow \mathbb{B}$, find a linear transformation $\sigma$ and a remaining function $f' : \mathbb{B}^{n} \rightarrow \mathbb{B}$ such that the decomposition $f(x) = f'(\sigma(x))$ simplifies the synthesis task and leads to smaller circuits.

The choice of suitable linear transformations is achieved by assigning each Boolean function a complexity measure that is heuristically related to the complexity of the final circuit implementation. The cost of the transformation $\sigma$ is neglected in this complexity measure on the grounds that the transformation itself is typically much less complex than the remaining function after the transformation. (In our experience this is true in most cases.)

In order to estimate the complexity of the Boolean function $f$ one can use the number of vector pairs $(x_{1}, x_{2})$ which have a Hamming distance $d_{H}(x_{1}, x_{2}) = 1$ and which have identical function values, i.e.

$$C^{n}(f) = \# \{(x_{1}, x_{2}) : d_{H}(x_{1}, x_{2}) = 1 \text{ and } f(x_{1}) = f(x_{2})\}.$$  

This value lies in the range $0 \leq n2^{n}$. As a heuristic criterion, large values of $C^{n}(f)$ indicate a simple AND/OR-implementation with the extreme case $C^{n}(1) = n2^{n}$. On the other hand, small values of $C^{n}(f)$ indicate an expensive AND/OR-implementation with the extreme case $C^{n}(x_{1} \oplus x_{2} \oplus \cdots \oplus x_{n}) = 0$. Due to the observation that many multi-level synthesis systems perform poorly without a good sum-of-product representation of the target function, the authors of [3] claim that the complexity measure $C$ can also be used for multi-level synthesis.

It has been shown that the complexity measure $C(f)$ can be expressed by the Walsh spectrum of $f$ [4]. The Walsh spectrum of $f$ is the $2^{n}$ element vector

$$S^{n}(f) = (s_{0}, \ldots, s_{2^{n} - 1}) = W^{n}Y^{n}(f),$$

where $Y^{n}(f)$ is the $2^{n}$ element truth table vector of $f$ (with 0, 1 replaced by +1, -1) and $W^{n}$ is the $2^{n} \times 2^{n}$ Hadamard matrix defined by

$$W^{n} = \begin{bmatrix} W^{n - 1} & W^{n - 1} \\ W^{n - 1} & -W^{n - 1} \end{bmatrix}, \quad W^{0} = 1.$$  

If $\|u\|$ is defined as the number of 1's in the binary representation of $u$, then the complexity measure $C$ can be written as a weighted sum of squares of the Walsh transform coefficients

$$C^{n}(f) = n2^{n} - \frac{1}{2^{n}} \sum_{u=0}^{2^{n} - 1} \|u\| s_{u}^{2}.$$  

The main idea in [3] to find a suitable linear filter is to construct linear transformations that minimize the complexity $C$. In order to find suitable candidates for this minimization process the Walsh coefficient representation of the complexity measure is used. To avoid the exponential costs of computing the Walsh transformation symbolic BDD-techniques are used in connection with extensions of the Walsh transformation.

### 4 Synthesis by Linear Sifting

#### 4.1 The Linear Sifting Algorithm

Originally starting from re-encodings of finite state machines and from the general optimization of BDD-representations two recent papers [7, 6] have investigated the effect of linear transformations on BDDs, concluding that they form a class very well suited to the implementation of efficient algorithms. In [6] an efficient algorithm is presented which combines the efficiency of Sifting and the power of linear transformations. We will briefly review this algorithm.

The well-known Sifting algorithm [12] tries to find a good variable ordering of an OBDD by successively investigating each variable. The current variable is moved through the whole ordering and finally put in the best position that has been found. The basic step during the movement of the variable is a pairwise exchange of variables. Suppose that variables $x_{i}$ and $x_{j}$ are to be swapped, and that $x_{i}$ immediately precedes $x_{j}$ before the swap. Then the effect of the exchange on each node labeled $x_{i}$ can be easily seen by applying Boole's expansion theorem w.r.t. both $x_{i}$ and $x_{j}$. Assuming $f$ is the function of a node labeled $x_{i}$, we have

$$f = x_{i}x_{j}f_{11} + x_{i}'x_{j}f_{10} + x_{i}'x_{j}'f_{01} + x_{i}x_{j}'f_{00}.$$  

Formally exchanging $x_{i}$ and $x_{j}$ and rearranging terms yields the function $\phi(f)$:

$$\phi(f) = x_{i}x_{j}f_{11} + x_{i}'x_{j}f_{01} + x_{i}'x_{j}'f_{10} + x_{i}x_{j}'f_{00}.$$  

In words, the effect of a swap is to interchange $f_{10}$ and $f_{01}$. If we repeat the same process for the application of an elementary linear transformation $x_{i} \leftrightarrow x_{j}$, we obtain:

$$\phi(f) = x_{i}x_{j}f_{11} + x_{i}'x_{j}'f_{00} + x_{i}'x_{j}f_{10} + x_{i}x_{j}'f_{01}.$$  

A comparison of Equations (2) and (3) shows that the only difference is that $f_{00}$ is involved in the interchange with $f_{10}$, instead of $f_{01}$. The fundamental techniques applied to the efficient swapping of two variables can be used also for their linear combination. By combining swapping and linear transformations it is possible to reduce the size of the BDD in more cases than by swapping only. This observation forms the basis of the Linear Sifting algorithm, which proceeds as follows.

Each variable is considered in turn and, as in Sifting, it is moved up and down in the order. Let $x_{i}$ be the chosen variable, and let $x_{j}$ be the variable immediately following it in the order. One basic step of Linear Sifting consists of the following three phases:

1. Variables $x_{i}$ and $x_{j}$ are swapped; let the size of the BDD after the swap be $s_{1}$.
2. The linear transformation $x_{j} \leftrightarrow x_{i}$ is applied; let the resulting size of the BDD be $s_{2}$.
3. If $s_{1} \leq s_{2}$ then the linear transformation is undone. This is obtained by simply applying the transformation again, since it is its own inverse.

The net effect of the three-phase procedure is that $x_{i}$ is moved one position onward in the order, and possibly linearly combined with $x_{j}$.

The usual formulation of linear transformations is in terms of exclusive or, rather than to its complement. We use the equivalence function (\equiv) because typically BDDs use the complement arcs; hence, in order to preserve canonicity, we cannot swap $f_{11}$ with one of $\{f_{10}, f_{01}, f_{00}\}$, all of which could be complemented. Since the 1-arcs cannot be complemented, we would have to change the complementation of arcs into the
node labeled (initially) $x_i$. This would make the operation non-local, which is highly undesirable.

The Linear Sifting algorithm is very time-efficient, as it is shown in [6], and it sometimes leads to significant reductions in the sizes of the OBDDs compared to the “conventional” Sifting algorithm.

4.2 Applying Linear Sifting

Our heuristic for extracting a linear filter is to apply the Linear Sifting algorithm on the given target function as explained above. Hence, our complexity measure coincides with the optimization criterion of the Linear Sifting algorithm. Particularly, we can exploit the fact that our implementation represents the linear transformation $\sigma$ within the shared BDD itself. The measure has been inspired by the observation that in some cases Linear Sifting yields significant reductions in the BDD size compared to the conventional Sifting algorithm. Although there is by far no strict correlation between BDD size and the difficulty in the mapping step, we expect functions with relatively small BDD size to be mapped easily. The advantage of our measure is that it is the most attractive one for the preprocessing step (minimizing the BDD size is equivalent to minimizing the memory consumption) and that it somehow seems to be particularly adequate to analyze Boolean functions whose implementation will be obtained through modern BDD-based logic synthesis tools.

Although we did not particularly aim at fully symbolic synthesis algorithms like the one by Minato [10] we also investigated these methods, see Section 5.3. These algorithms start by transforming the OBDD of a function into a ZDD (zerosuppressed BDD, [8]) of its prime-irredundant two-level form before proceeding.

5 Experimental Results

5.1 Main Setup

For the experimental evaluation we tried to use a very similar setup as the one in [3]. Our algorithm has been implemented using the CUDD BDD-package [14] and SIS 1.3 [13]. After building the BDDs in a suitable manner (see below) they are dumped to a BLIF file. In case of using Linear Sifting the transformation is also encoded into this file (in form of a subcircuit). Notice that, for sequential benchmarks, only the combinational portion of the logic has been considered, that is, state inputs and state outputs have been treated as primary inputs and primary outputs, respectively.

The functions are then synthesized under SIS 1.3 using script.rugged. Mapping was done using the library lib2_genlib with the command map -m 0 which optimizes the circuit for area. The memory limit was 128 MB, the time limit 20000 s on a Sun Sparc 10.

Our results for a set of 62 benchmark circuits are shown in Table 2. The column In represents the number of inputs resp. outputs of the function. The column Area shows the area of the mapped circuit, where all numbers are divided by 464, the greatest common divisor of all gate sizes. The delay of the mapped circuit and the time that SIS needs for all the above mentioned tasks are listed in the next two columns. The following two columns show the size of the BDD after the preprocessing step (= the symbolic simulation using Sifting resp. Linear Sifting) and the running times of this preprocessing.

In our experiments we were especially interested in the question if it is possible by using an appropriate preprocessing to synthesize those functions which failed when using only conventional variable reordering. Hence, our experiments were conducted as follows: We used the publicly available very good variable orderings from the CUDD distribution [14] and used the mapping from the corresponding BDDs as our reference. These variable orderings were obtained by a large number of different variable reordering variants. Then we used three combinations of Sifting and Linear Sifting in order to see whether a circuit can be improved or a failed attempt can now be completed. The three combinations are:

1. Start from the well-known good ordering, then apply a final Linear Sifting.
2. Dynamically apply Linear Sifting.
3. Dynamically apply Linear Sifting until Convergence.

By these methods the number of fails could be reduced from 9 to 6. As 2 of these 6 functions completed when starting from a good order, we now only have 4 functions that did not complete for any variant. Concerning the size of the circuits for which both approaches succeed, the decomposition generally seems to produce some overhead. However, in some cases like s1421, C7552 or C2670 significant gains could be achieved by using Linear Sifting. As it is proven by the CPU times, the preprocessing step is very time-efficient.

As a further reference we want to mention the results of [3]. Unfortunately, although they report on a large number of intermediate results of their implementation, they give their final mapping results only for two circuits whose BDDs have more than 31 nodes and compare it to a mapping from a hardware description language, see Fig. 3.

5.2 Separate Mapping

In the above described experimental setup, we were mainly interested in the effect of Linear Sifting when acting as a preprocessing for introducing some structure into the function representation.

In particular for the cases where Linear Sifting leads to far superior results we were interested in the question in how far it is advisable to encode the transformation and the remaining function into one BLIF file or to do the mappings separately. Table 4 shows what happens to the circuits C499, C1355, C1908 when mapping the transformation and the remaining function separately. It reflects the general observation that separate mapping typically does not improve the mapping results in our environment. However, we did not use a specialized algorithm for mapping the transformation (like in [3]). This might improve our results.

5.3 Symbolic Synthesis

Minato [10] has proposed the use of symbolic BDD- and ZDD techniques for optimizing multi-level logic circuits. They are
Figure 2: Experimental results.
mainly based on generating a ZDD-representation for a prime-irredundant two-level form of the given BDD and then using efficient divisor extraction algorithms on ZDDs for optimizing the circuit. As these techniques seem to be especially suited when starting a mapping procedure from a given BDD (instead e.g., of a multi-level description), we explored their use for our problem. In our experimental setup, we first used the symbolic algorithms for synthesizing the transformed function and then used SIS for doing the final mapping step, see Fig. 5. For the implementation of the symbolic synthesis algorithms we used the corresponding procedures of the newest VIS releases [4].

The results for some cases where Linear Sifting reduced the BDD size significantly are shown in Fig. 5. A comparison with Fig. 4 shows that the overhead from the two-phase mapping (VIS and SIS) seems to be too big in our context.

A very astonishing result which is also of independent interest in the connection between BDDs and ZDDs is obtained in the case of adders. When using Minato’s algorithm to transform a BDD for an n-bit adder to the ZDD of its prime-irredundant two-level form, the ZDD is of linear size. When applying Linear Sifting on the BDD of the adder, the BDD size is reduced by 40 % of the original size. If, however, this linearly sifting BDD is transformed to the ZDD of its irredundant sum-of-product, the size of the resulting ZDD seems to grow exponentially. A thorough description of this effect can be found in the appendix.

6 Conclusion

We have presented and evaluated a new approach for synthesizing and mapping a Boolean function after performing a suitable decomposition. Our method is an alternative to the one proposed in [3]. The experimental results show that this approach may produce good results in cases where the function cannot be synthesized without a decomposition. Our approach is easy to implement in all environments which use dynamic reordering for BDDs, the resulting algorithm is simpler than the one in [3]. It also very well supports the concept of symbolic BDD-representations and may immediately profit from further improvements of the Linear Sifting algorithm.

In general, we think that the full power of decomposition techniques for mapping from a BDD has not been exploited so far. Additional investigations of the auxiliary routines (like Linear Sifting), their combination and the optimization criteria should help to close this gap. Specifically, the results of the appendix suggest that the minimization of the ZDD for the cover of the given function rather than the minimization of the BDD for the function itself may provide a more reliable cost function. (The number of nodes in that ZDD corresponds to the number of literals in a factored form for the function.) Consequently, we have begun the implementation of Linear Sifting for ZDDs and we expect results soon.
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Appendix

In this appendix we give some analysis of adders functions. The goal is not only to analyze the blowup for adders reported in Section 5.3 but also to provide a new reference result for unexpected yet important effects caused by combining seemingly
unrelated algorithms on BDDs and ZDDs.

Let \( f(a_{n-1}, b_{n-1}, \ldots, a_0, b_0, c_{in}) : B_{2n+1} \rightarrow B_{n+1} \) be the \( n \)-bitadder function that takes as input two \( n \)-bit strings \( a_{n-1} \ldots a_0, b_{n-1} \ldots b_0 \) and an incoming carry \( c_{in} \), and computes their binary sum \( a_{n-1} \ldots a_0 \) and the outgoing carry bit \( c_n \). It is well-known that good BDD-orders for the \( n \)-bit adder require to keep \( a_i \) and \( b_i \) together in the ordering, \( 0 \leq i \leq n-1 \). Moreover, an optimal OBDD for the adder function that may use complemented edges needs at least \( 5n + C \) nodes for a constant \( C \). As it is shown in the following lemma the variable ordering \( b_{n-1}, a_{n-1}, \ldots, b_0, a_0, c_{in} \) leads to this optimal bound of (asymptotically) \( 5n \).

**Lemma 1** For \( n \geq 1 \), the reduced OBDD (using complemented edges) for the \( n \)-bit adder w.r.t. the variable ordering \( b_{n-1}, a_{n-1}, \ldots, b_0, a_0, c_{in} \) has exactly \( 5n + 2 \) nodes.

**Proof** The lemma can be proven by induction over the number of variables. The idea of the induction should become clear from Fig. 6 (a) which shows the OBDD for a 3-bit adder. In the diagram a 1-edge is indicated by a solid line, a 0-edge by a dashed line and a complemented 0-edge by a dotted line.

**Lemma 2** For \( n \geq 1 \), there exists a linear transformation \( \rho_0 \) such that the OBDD (using complemented edges) of the transformed \( n \)-bit adder has exactly \( 3n + 1 \) nodes.

The transformation in the previous lemma is exactly the one that is found in our implementation of Linear Sifting.

**Proof** The proof is also by induction. The idea of the induction should become clear from Fig. 6 (b) which can be extended to arbitrary \( n \). On the left side of the figure the functional relation between the original and the transformed variables is given.

The transformation from an OBDD to a ZDD for its prime-irredundant sum-of-product is achieved by using Moreira's algorithm which has been adapted to the decision diagram environment by Minato [9]. As this ISOP algorithm contains a double recursion, a detailed analysis of the resulting ZDD function quickly becomes quite tedious. However, the following can be proved formally:

**Lemma 3** For \( n \geq 1 \), the resulting ZDD (which depends on \( 2 \cdot (2n+1) \) variables) when applying Minato's algorithm on the adder of Lemma 1 has size \( 11n + 2 \).

**Proof** Here, the inductive proof idea is that the ZDD for the \( n \)-bit adder has the structure which is shown in Fig. 7 with some subgraphs rooted in the nodes \( A, B \). Each variable of the original OBDD is now represented by two variables representing the positive and the negative literal. The shown ZDD structure can be exploited recursively to construct the ZDD for the \( (n+1) \)-bit adder.

In contrast to the linear ZDD size resulting from the original adder, the ZDD size resulting from the transformed OBDD satisfies the recurrence equation \( \text{size}(n) = 2 \cdot \text{size}(n-1) + 4n + 5 \) for all \( n \geq 3 \) in our corresponding experiments (in particular \( n \leq 16 \)) and hence seems to grow exponentially in \( n \).