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Abstract — We introduce a new method for the synthesis of power- Of the above logic synthesis methods, only Bahar and
optimal asynchronous control circuits. The method includes two Somenzi [1] consider glitch power dissipation, but restricted to the
steps: (i) an exact algorithm for 2-level synthesis, and (ii) heuris- context of a mapped circuit during resynthesis.
tic algorithms for multi-level synthesis. Unlike most existing syn- Contributions. This paper makes two contributions.
chronous algorithms, we incorporate bdagmporal dependence First, we introduce a power model which incorporates beih-
andglitch activityin our model to guide synthesis. Results, using poral dependenceand glitch activity. That is, we use a more
only our 2-level minimization, show power reduction up to 33%.  accurate model than nearly all existing synchronous approaches.
Temporal dependence and glitch activity are incorporated analyti-
1 INTRODUCTION cally, and are used in both technology-independent and dependent
Interest in low-power design has grown considerably in recent Synthesis steps. Temporal dependence is naturally given in asyn-
years. The increasing market for battery-powered portable deviceschronous controller specifications, such as burst-mode specifica-
has made low power a critical concern.” Low-power operation can tions [13, 12, 17], where thput- and state-sequencirgge spec-
reduce the need for expensive packaging, and can extend the lifeified. Glitch activity is determined analytically, at the logic level.
time of components by providing a less stressful operating environ- OUr goal is to synthesis power-optimal circuitsth respect toa

ment.

In this paper, we focus ocasynchronous circuitfr low power.
Asynchronous systems have the potential for low power operation
for two reasons [3]. First, these systems have no global clock; in
contrast, clock distribution is a major source of power consumption
in synchronous systems. Second, asynchronous circuits have a
inherentautomatic power-down operatiormodules are activated
only when their operations are needed. Low-power design is a ma-
jor focus of recent asynchronous design, including a low-power in-
frared communications chip, an asynchronous implementation of
the ARM microprocessor, and an asynchronous error corrector for
a DCC player [3].

Many techniques have been developed to reduce power con-

sumption insynchronous circuits These methods approach the
problem at different levels of synthesis, including algorithmic, ar-

given environmentwhile consideringglitching activity. We call
our synthesis approa@nvironment-driven

Second, we apply this model to a new synthesis method, for
power-optimalasynchronous control circuits. We present a syn-
thesis path consisting of (i) a technology-independent and (ii) a

echnology-dependent step. First, we present an exact 2-level min-

Imization algorithm targeting low power for asynchronous circuits,
i.e. where temporal dependence is provided by sequencing informa-
tion. Second, we present power-optimal ¢d)steringand (b)de-
compositionalgorithms, targeted to CMOS complex gates. The
complex gates are generally AOI-type, and are used to cluster prod-
ucts to further reduce power.

While our focus is on asynchronous circuits, we believe our tech-
nigues can be applied to synchronous circuits in the future.

2 PRELIMINARIES

chitectural or structural, logic synthesis, and IC device technology 2.1  Specified Environment

(see [4, 6]). Other techniques include “precomputation”, “guarded Qyr synthesis approach for a Boolean functjds based on a given
evaluation” and “gated clocking” at the logic level (see [6]) and  specified environmerT, P), whereT is the set of possible muli-
voltage scaling” at the system level [4]. At the logic synthesis input changes (also known as input transitions, i.e. “a change from
level, in particular, a number of power-optimization methods have one input vector to another”) amdis the probability distribution of

been proposed. These include 2-level logic minimization [9], multi- 7 The assumption of a specified environment is very appropriate
level (extraction and factorization) [8], Boolean re-synthesis [1], for asynchronous circuits [13, 12, 17].

clustering [16], and technology mapping and post-mapping opti-
mization [6, 5].

These methods have been effective; however, they have two sig-

nificant drawbacks in their power model:

temporal independence assumptionEach of these meth-
ods assumes that primary inputs are temporally indepen-
dent [11]. In reality, inputs are often correlated. For ex-
ample, in controllers, input sequences (and resulting state
sequences) are often known [2]. Monteiro and Devadas [10]
show that the assumption of temporal independence may re-
sult in errors in power estimation up to 44%.

0-delay assumption:Most of the above methods assume a
0-delay model, where glitch power dissipation is ignored. In
fact, glitch power dissipation may contribute 15-20% of to-
tal power consumption in control circuits (in some datapath
circuits, a much higher contribution is possible) [7].

* This work was supported by NSF under Grant no. MIP-9501880 and
by an Alfred P. Sloan Research Fellowship.

2.2 Synthesis Techniques and their Power Models
There are three major sources of power consumption in CMOS cir-
cuits [3, 11].Switching energys associated with transitions on gate
outputs. Short circuit energyconsumption is caused by simultane-
ous conduction opull-up and pull-down stacks, allowing current
flow directly from the power supply to ground. Finallgakage
energyoccurs in standby mode, and is determined by technology
factors. In most CMOS circuits, switching power dominates the
other two. Therefore, total energy consumption can usually be ap-
proximated by switching energy.

In synchronous circuits, power consumption of an AND-ggate
considering both input and output switching, is given by the follow-
ing formula [9]:

W(g) = zvq?fj (Canp-d(g0) + 22, crisyy) (Crv-¢(1))),

where¢(q;) and ¢(l,) are the number of transitions @p and
Iy, respectively, during the clock cycle tinf&,.; lit(g¢;) is the set
of literals of implicantg;; Canp is the load seen by the AND-gate
output; andC’rw is the load on each of its inputs.

This notion of power consumption is a poor match for asyn-
chronous design, since an asynchronous circuit has no clock period
T.ycie. Amore appropriate metric energy per input transitiof2].

Thus, energy can be quantified over the sequence of input changes
driven by the environment.

Energy consumption of a static CMOS gate, for a given com-
putation, is often reasonably approximatedmDy= % CVbp® N,
whereC' is the load capacitance of the gate, @ids the number of
output transitions for a given computation. Assuming uniform gate
capacitances, the energy consumption can be normaliz&d tioe
number of output transitions [3].




The amount of energy dissipated by a 2-level cirqui= p; +
p2 + ...+ pn, With respect to a specified input transitionis ex-
pressed as follows (p;, t) = N(p;,t) + Zzem(p-) N(z,t),and

E(f: t) = N(f: t) + Zl<i<n E(pi7 t)'
Here, N(z,t) is the number of transitions on inputduring tran-
sitiont, N (p;, t) is the number of gate output transitions on AND-
gatep;, and N(f,t) is the number of gate output transitions on
OR-gatef.

Given a sefl” of input transitions, théotal energyconsumed by
a 2-level circuit, is therefore (p;) = >, .. E(pi, t), and

E(f) = ZteT N(f7 t) + Elgign E(pl)
E(p;) is the power cost of an implicapt, over all input transitions.
The average power cost per transition is there@%l.

In general, in this paper, our goal is to produce a circuit with-
imum energy consumption per input transitioAlthough there is
no clock period, it should be clear that low-energy optimization will
result directly in a low-power design. The “time unit” of compu-
tation is an input transition. Therefore, we will sometimes loosely
interchange the terms “energy of a transition” and “power consump-
tion of a transition”.

3 BACKGROUND ON HAZARD-FREE SYNTHESIS

3.1 Combinational Hazards
For the following discussion, a combinational circuit model is as-

sumed where gates and wires may have arbitrary finite delays.

Since we are concerned with the dynamic behavior of a combina-
tional circuit as its inputs change value, we need to formalize the
notion of a “multiple-input change”, or “input transition”.

A transition cube[14] is a cube with sstart pointand anend
point Given input statesA and B, the transition cube 4, B]
has start (end) pointl (B) and contains all minterms that can be
reached during a transition fromd to B. The cube describes a
multiple-input changer input transitionfrom A to B. Inputs are
assumed to change monotonicaliye(, at most once) in any order
and at any time. Once a multiple-input change occurs, no further
inputs may change until the circuit has stabilized.

A function f which does not change monotonically during an
input transition is said to havefanction hazard in the transition.

If a transition has a function hazardp implementation of the
function is guaranteed to avoid glitches during the transition (as-
suming our circuit model of arbitrary gate and wire delays) [14].

Therefore, we consider only input transitions whichfarection-

hazard-free!. For such transitions, a circuit fgf may still glitch

if: (a) eachrequired cubeof f is contained in some implicant i@;
and (b) no implicant o€ illegally intersectsany specified dynamic
transition.

An implicant which does not illegally intersect any dynamic
transition is called adynamic-hazard-free implicant (or dhf-
implicant). Only dhf-implicants may appear in a hazard-free cover.
A dhf-prime implicanis a dhf-implicant contained in no other dhf-
implicant. Using the above theorem, ttweo-level hazard-free logic
minimization problenis to find a minimum-cost cover of a function
using only dhf-prime implicants where every required cube is cov-
ered. This unate covering problem is a variant of the classic two-
level minimization problem, where each ON-set minterm of a func-
tion must be covered by a prime implicant. An exact hazard-free
two-level minimizer has been developed [14], based on the above
theorem.

4 A COMPLETE SYNTHESIS PATH: OVERVIEW
Synthesis of combinational circuits is usually performed in two
steps: technology-independent logic minimizatifwllowed by a
technology-mappingtep. This approach is aimed at reducing the
complexity of the problem. We propose an approach to synthesis
for low power in a specified environment (i.e. assuming complete
knowledge about possible input transitions) that follows the same
paradigm. An outline of our synthesis path for a functjpand a
specified environmer(tP, T') is as follows:

1. Exact two-level hazard-free logic minimization targeting

low-power consumption; .
2. Technology mapping of the obtained sum of products to

complex CMOS gates.

(b) Step #2a: Clustering into Complex Gates
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(a) Step #1: 2-level logic

ot b

due to delays in the actual gates and wires. In this case, the circuit

is said to have dogic hazard for the input transition. Théogic
hazardis staticfor an input transition frond to B if f(A) = f(B)
anddynamicif f(A) # f(B).
3.2 Conditions for a Hazard-Free Transition
We now describe conditions to avoid logic hazards in a sum-of-
products implementation (for details, see [14]).

For thel — 1 case, the transition cube is calleceguired cube
which must be completely contained in some product to insure no
hazards. For thd& — 0 case, first, each — 1 sub-transition

must be hazard-free, so the corresponding required cubes must eac
be contained in some product. Second, no product in the cover g;

may illegally intersectthe 1 — 0 transition, i.e. intersect, but not
contain the transition’s start point, otherwise a dynamic hazard will

result. Satisfying these conditions may require the use of redundant

and non-prime implicants. There are two remaining transitions to
consider. A0 — 1 transition may be regarded a3 a» 0 transition

in reverse, and the same conditions apply. Finally, fér a 0
transition, there are no additional constraints.

3.3 Hazard-Free Covers

A hazard-free coveis a cover of a function which is hazard-free
for a setof specified input transitions. The following theorem for-
mulates the hazard-free covering problem [14].

Theorem 3.1.A set of implicant<C is a hazard-free cover for func-
tion f with respect to a specified set of input transitions if and only

c) Step #2b: Logic Decompagsition
Figure 17 Bverview of synthesis path

Our approach is illustrated in Figure 1. The first step produces
a two-level logic representation gfthat has minimum power (for
the specified set of transitioly among all hazard-free implemen-
tations.

The second step is a mapping step that combines products into

omplex gates to exploit technology-dependent properties to reduce

e amount of dissipated powalsteringmay “hide” transitions).
nally, since complex CMOS gates usually have a limited stack
size, products containing more tharliterals ( is usually 3 or 4)
need to be split into several levels of CMOS gates.

The next two sections explain the steps in detail.

5 Srep#1: Two-LEVEL HAZARD-FREE
MINIMIZATION FOR Low POWER

The first step of the synthesis path is a technology-independent two-
level hazard-free minimization for low power. As is standard in
many asynchronous sequential synthesis methods [12, 17], the in-
puts to this step are: (i) an incompletely-specified Boolean function,
and (i) a set of specified input transitions. The input transitions typ-
ically are chained in aimput sequencespecifying primary-input
changes and present-state changes, in order. The goal of this syn-
thesis step is to produce a hazard-free two-level circuit consuming

Lsequential synthesis methods, which use hazard-free minimization as aMinimum energy per input transition.

substep, include constraints in their algorithms such that no transitions with
function hazards are generated [13, 17].

To simplify the presentation, we make two restrictions. First, we
assume that each specified input transiti@h7” occurs with equal



probability, i.e. we assume a uniform distribution of input transi- 5.3 Cost of an Implicant

tions>. Second, we use a cost function for products that is an upper Unlike the 2-level logic minimization problem targeting area where
bound for its switching activity for the given set of specified transi- each product is assigned the cost 1 (or a cost according to its literal

tions. Both restrictions can easily be relaxed: the first one by sim-
ply rewriting the expressions for energy consumptidi{z;) and
E(f)) so that they take non-uniform distributions into account, and
the second by considering Boolean walks for one of the subcases
(for details, see [15]). Thus, it is possible to allow for arbitrary dis-
tributions and also to capture the exact cost of an implicant. That is,

count), in logic minimization for low power, the cost of a prod-
uct must be computed from its behavior in the specified environ-
ment. Our analysis considers both glitching actiViand input de-
pendencei(e., specified multiple input changes).

In Section 2 we expressed the energy consumption of products
E(p;), and sum of productE( f), in terms of transitions (Nterms).

if the relative frequencies of input changes are given (see [2]), the We now define the computation of thé terms.

result is exactly power-optimal for the given environment.
5.1 Problem Statement

N(f,t) = 1(0) if ¢ is a dynamic (static) transition. In a hazard-

free implementation, the function outpfit(i.e. OR-gate) changes

The hazard-free minimization problem for low power can be stated &t most once per transition. It changes if and onlyigf a dynamic

as follows. Given a functiotf, and a set7’, of specifiedfunction-
hazard-free input transitions g¢f, each of which occurs with uni-
form probabilityﬁ, find a power-minimum hazard-free cover of

f. (The size of a cover is incorporated as a secondary cost function,

transition.

N(z,t) = 1(0) if literal x changes (does not change) in transi-

tiont¢. Each inputz changes at most once during an input transition

(see Section 3).
N(p,t) represents the number of switches on progudtring

i.e. among all solutions of minimum power a solution of minimum  transitiont. The switching activity on gatg depends omow;, or
size is selected.) We show that the problem can be reduced to ayhether p intersects the transitioh There are 5 cases — interest-

weighted unate covering problem.

5.2 Intuition

Before we move on to the formal description of the problem and its
solution, an example gives some intuition of the subtle and some-
what counter-intuitive issues that are introduced by targeting low
power. Note that, in order to simplify the intuitive ideas in the ex-
amples in this section, we do not consider the amount of power
dissipated by gate inputs — the actual algorithm does.

Hazard-free minimization computes a cover of dhf-primes of
minimum cardinality. The following example shows that a cover
of dhf-primes ofminimumcardinality may consume more power
than a cover of dhf-primes dfigher cardinality.
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Figure 2: 2—Ieveia}mplementation: card(ib)nality VS. power

Example. Consider the Boolean function in Figure 2. The left
cover contains 2 dhf-prime-implicants while the right cover con-
tains 3 dhf-prime-implicants. Consider the specified 2 dynamic
transitions { — 0 and0 — 1) and 1 staticl — 1 transition?

In both covers, each dynamic transition causes exactly one pro
uct to make a transition. However, for the statie» 1 transition,
productAB in the left cover makes a transition, while no product
in the right cover makes a transition. Therefore, the cover of greater
cardinality has less power consumption. This example shows that a
different cost function for dhf-prime-implicants is needéd.

Similarly, one can show that it is not sufficient to consider dhf-
prime-implicants only. A function may have a power-minimum
cover that also includes non-dhf-prime implicants [15].

The main idea can now be summarized as follows: We generate
the set of “interesting” implicants, which we calhf-power-prime-
implicantsto follow the terminology of Iman and Pedram. We as-
sign them a specific cost function and then solve the corresponding
weighted unate covering problem. Although this is related to Iman
and Pedram’s underlying idea, our approach is different, since we
model both glitching energy and temporal dependence, while they
do not. Furthermore, we additionally have to impose constraints to
ensure that the generated dhf-power-prime-implicants are also dhf-
implicants (i.e. do not cause glitches at the function output).

d-

2|t is important to note that we art assuming a uniform distribution
of inputchangeswe still observe temporal dependence, since an input tran-
sition is acorrelatedchange from one input vector to another.

3Note that the input transitions are not “chained” in a connected se-

ingly, since the cover must be hazard-free, the analysis is simplified
since only certain intersections may occur.

1. pdoes notintersegt thenN(p,t) = 0. In this casep never

turns on during transition

2. tis adynamlc?ransmon angdintersects, thenN (p,t) = 1.
This simple result is due to the hazard-free covering require-
ment. From Section 3, no prodyetcan intersect unless it
intersects the start point of Other intersections are illegal.
As a resultp will switch only once.
. tis astaticl — 1 transition’ancg coverst, thenN(p,t) =

0. In this casep remains at 1 throughout the transition; it

does not switch. . . .
. tis a staticl — 1 transition andp covers either its start

or endpoint but not both, theN(p,¢) = 1. In this casep
is 1 initially (0), and goes to O eventually (1). It therefore

switches once. . . )
. tis astaticl — 1 transition ang intersectg but intersects

neither its start point nor end point, thé¥i(p,t) = 2 (p
couldswitch twice.)

Note that above cost functions can be extended to multi-output
implicants, by weighting the gate transitions by the gate’s fanout.
5.4 Implicant Generation
The set of dhf-power-prime implicants (dhf-PPI's) can now be de-
fined as:

dhf(p) A (Ya:dhf(q) Ap C ¢ = E(p) < E(q))

A(Nr:dhf(r)ApDr= E(p) < E(r)Vreq(p) D req(r))

Here, req(p) represents the set of required cubes covereg,by
anddh f(p) is a predicate which is true if and only jfis a dhf-
implicant.

Our approach is related to that of Iman and Pedram [9], but with
several important differences. First, not every product contained in
a dhf-implicant is a dhf-implicant: further reduction may be needed
to reach the next dhf-implicant. Therefore, the early cutoff criterion
of Iman and Pedram cannot be used. Second, the cost function used
is different from [9], since ours is environment-drivere(, driven
by specified input transitions and considering glitching behavior).
Finally, we “skip over” a dhf-implicanté.g, p), during dhf-PPI
generation, if it has a sub-dhf-implicang.¢, r) that covers the
same required cubes but has less power cost (E(r)). As a result,
the initial dhf-primes are not all dhf-PPI’s. (In contrast, in [9], all
primes are PPI's.) A recursive generation algorithm can be found
in [15].

5.5 2-Level Power Minimization

The exact hazard-free minimization problem for low power can now
be summarized as follows. Given a function-hazard free Boolean
function f, and a specified environme(if’, P):

1. Compute the set of dhf-power-prime-implicaditsf - P PIs.
2. Find a cove{pi,...,p.} of f suchthay > .. E(p:)is

minimal by solving the weighted covering problem (set of
required cubes, dhf-PPlIs, E(.)).

quence in this example. In reality, they would be, but we ignore this to
simplify the exposition.

4Note that in a hazard-free 2-level circuit, individual products may
glitch. However, the function output may not glitch.



6 STEP#2: CLUSTERING AND TECHNOLOGY
MAPPING TOCOMPLEX CMOS ATES
The technology-mapping step starts from a given sum of products
generated by Step #1. The main idea is that a good packing of
products into complex CMOS gates may hide transitions at AND-

ten dominated bynput switching rather thargate output switching
(this was observed while running the benchmarks shown in the ta-
ble). Our savings are especially promising, sir@tep #2a only
affects gate output switchindn addition, Step #2a (and #2b) are
limited to single-outpubptimization.

gate outputs. (AOIl-type complex gates are used to combine the
products.) For example, assume two products switch from O to 1
for a certain transition. Placing them into the same complex gate

means that only one output transition occurs for the input transition,

i.e. the amount of energy is reduced.

This step is composed of two substeps. The first substep is

aimed at clustering the products (with possible overlap) into com-

plex gates. Given a hazard-free 2-level implementatiorf of

p1+- - -+ pn, and the maximal number of products placeable into a

clustermax, we compute a power-minimal clustering, . . . C; of

fri.e.UiCi = {p1,...,pn} andVi : |C;| < max. An algorithm

that generates all possible clusters is given in [15]. In general, the

cost of a cluster may be significantly lower than the sum of costs of

the products which it contains (as pointed out above). In particular,

Base Our Method
name ‘ in out ‘ H #1/ a%/ b% | #1+#2ala%b%
*H#cache-ctrl 20231 15315 ][ 14837/ 977 93 139147 91/ 80
dram-Crl 9 8 362 3507 977 88 2907 807 63
pe-send-ifc 12710 927 8887 96/ 91 7937 86/ 78
*Hstetson-pl 3233 3204 28527 897 67 25467 797 62
stefson-p2 18722 1143 1066/ 937 85 9527 83773
stetson-p3 6 4 383 83/100/100 717 867 76
PSCSI-IrcV 87 156 156/I007100 132/ 85/ 75
pscsi-isend 1110 501 4897 98/ 89 4237 84] 76
*pSCSI-pScsi 16 11 8004 7596/ 95/ 84 74297 937 81
pscsi-tsend 1110 519 5017 977 83 4337 83/ 82
pscsi-tsend-bm| TT 1T 521 5077 977 83 4507 86/ 82
sd-control 1822 1312 12707 977 86 11317 86/ 78
sscsi-isend-bm| 10 9 559 5557 997 95 4797 86/ 77
Sscsi-trcv-bm 10 9 531 516/ 977 93 4447 84] 78
sscsi-tsend-bm| 1110 413 383/ 937 82 328/ 797 71

thecostE(C, t) of C with respect to input transitiohis defined as
follows: E(C,t) = N(C,t) + ZpiEC' Zz€lit(pi) N(z,t). Here,
N(C,t) represents the number of switches of C for transition
N(C,t) is given as follows (4 different cases): If no prodpot C
intersects, thenN(C,t) = 0. If ¢ is a dynamic transition and
some producp € C intersects, thenN(C,t) = 1. If t is a static
1 — 1 transition and there exists a prodygte C that completely
containg, thenN(C, t) = 0. If t is a staticl — 1 transition and no
productp; € C completely coversg, thenN (C,t) = k1 + k2 + ks.
Here,k: (k) is 1 if at least one product covers the start (end) point,
and otherwise Oks = Epjec N(pj,t) such thap; intersectg,

but contains neither the start point nor end point. The clustering

problem can therefore also be reduced to a weighted unate coveringpower-optimal asynchronous control circuits.

problem, where each product must be covered.

The second substep is a simple (heuristic) decomposition to ac-
tual gates, which takes into account that the stack size of a complex
gate is bounded, by splitting products with more than a technology-
dependent constant of inputs. The goal of this step is to perform the
decomposition in a power-optimal way (for details, see [15]). The
result is a low-power hazard-free circuit mapped to complex gates.

7 EXPERIMENTAL RESULTS
Table 3 compareBase2-level circuits with circuits obtained from
our synthesis method, usir8tep #1(2-level) andStep #2&clus-
tering). The Base circuits were synthesized using an existing exact
(non-power-optimal) hazard-free 2-level algorithm [14]. The cir-
cuits are optimized for both product count and literal count. That
is, the Base circuits are already area-optimal, which is known to
often have a positive impact on power reduction.

Column Step #1shows power consumption of the circuits syn-
thesized using our new power-optimal 2-level algorithm. Column
Step #1 + #2a&hows power consumption using both our 2-level al-
gorithm and clustering algorithm. In each case, only single-output
optimization is performed. Energy is estimated by counting the
transitions on primary inputs, as well as transitions on AND-gate
(Step #1) and AOI-Gate (Step #2a) outpudger the specified set
of multiple-input changeéboth state and input changes, which are
provided by the FSM specification). These transition counts are

Figure 3: Comparison of power consumption of area-minimized
circuits with power consumption of circuits synthesized using our
synthesis path. *Due to size, only dhf-pi’'s (not dhf-ppi’s) were gen-
erated for some outputs (power reduction using dhf-ppi’s should be
better). #Due to size, mincov’'s heuristic-mode was used.

8 CONCLUSIONS ANDFUTURE WORK

This paper has made two contributions. First, we have defined a
power model which incorporates botht@mporal dependencand
(i) glitching activity This model can be used in both technology-
independent and technology-dependent synthesis. Second, we
have incorporated this model into a new synthesis method, for
The method in-
cludes an exact 2-level minimization step (technology-independent)
and a heuristic clustering and decomposition step (technology-
dependent). Initial results appear quite promising.

In the future, we believe that o@nvironment-driverapproach
can easily be extended toulti-levelmulti-outputoptimization al-
gorithms such as cube- and kernel-extraction [8]. These algorithms
should have further impact on both (i) area and (ii) input switching,
since these algorithms significantly reduce primary input fanout and
load.
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with the Base case of column 1 (2-level logic minimization for [,
area). However, the reduction in power from column 4 to 5 still
shows the benefits of our method. Power consumption is very of-
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